
 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  

Foundation of Computer Science FCS, New York, USA 

Volume 4– No.1, September 2012 – www.ijais.org 

 

1 

Event Identification in Prototype Fast Breeder Reactor 

Subsystem using Artificial Neural Network 

 
Subhra Rani Patra 

 Computer Division
 
  

Indira Gandhi Centre for 
Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

 

R. Jehadeesan 
Computer Division

 
  

Indira Gandhi Centre for 
Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

H. Seetha  
Computer Division  

Indira Gandhi Centre for 
Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

 

 

T. Jayanthi 

Computer Division
 
  

Indira Gandhi Centre for 
Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

S. Rajeswari 
Computer Division  

Indira Gandhi Centre for 
Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

S.A.V Satya Murty 
Computer Division

 
  

Indira Gandhi Centre for 
Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

 

M. Sai Baba 

RMG
 
  

Indira Gandhi Centre for Atomic Research 
Kalpakam-603102 
Tamilnadu, India 

 

 

ABSTRACT 

Identification of events in nuclear power plant is a very 

challenging task because each event has a unique set of 

patterns based on the dynamic behavior of the plant. 

Accordingly the effective set of parameters has to be chosen 

to identify an event having a particular pattern. This paper 

describes the development of artificial neural network (ANN) 

model for event identification of Primary Sodium System of 

Prototype Fast Breeder Reactor. In reactor under normal 

operating condition, the Primary Sodium Pump takes the 

sodium from the cold pool towards the core. Due to some 

mechanical and electrical problems the Primary Sodium Pump 

trip and Primary Sodium Pump Seizure may occur which can 

be identified manually after analyzing the process parameters. 

The work involves implementation of two ANN models to 

identify the occurrence of these two events. The effective 

parameters considered for these two events are SCRAM 

(Safety Control Rod Accelerated Movement) parameters. The 

training data for modeling the neural network is prepared 

using the thermo hydraulics simulation code of PFBR 

simulator. Multilayer neural network using back propagation 

algorithm has been widely used for transient identification.   

The proposed ANN model was able to identify the events 

correctly and the results obtained are satisfactory. 

General Terms 

Back Propagation Algorithms, Event Identification 

Keywords 

Artificial neural network, Prototype Fast Breeder Reactor, 
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1. INTRODUCTION 
Nuclear power plant is a complex and nonlinear system 

operated by human operators. Using various soft computing 

techniques the nonlinear dynamic processes of Nuclear Power 

Plant can be handled. Among those techniques Artificial 

Neural Network is nonlinear and parametric technique which 

can model any type of nonlinear system. Only a range of data 

at different stages of operation is good enough to model a 

system using Artificial Neural Network. Events are the 

malfunctions which can affect the safety of nuclear power 

plant if not identified in time. So when an event occurs the 

timely and correct detection is of utmost importance in order 

to avoid the occurrence of any further anomalies and safe 

status monitoring of the reactor. Our main objective is to 

develop a neural network model which can identify the events 

as fast as possible so that the operators can take possible 

control actions at the earliest [1,2].  

A brief study of neural network applications in transient 

diagnosis is given. Neural network is being used in process 

fault diagnosis by Sorsa et al [3]. A diagnostic system for 

identifying accident conditions in a nuclear reactor has been 
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developed by T.V Santosh et al [4]. Simulation of Pressurized 

Heavy Water Reactor data using artificial neural network for 

reactor status monitoring/ transient identification has been 

carried out by P Varde et al. Artificial neural network based 

system identification and control of nuclear power plant 

components is carried out by A.G. Parlos et al. [5]. A brief 

study of neural network applications in transient diagnosis is 

given by Uhrig et al [6]. Neural network and wavelet 

transform is being used for fault diagnosis and classification 

by Kamal H. et al. [7]. Recurrent neural network is trained for 

identification of anomalous events in a Pressurized Water 

Reactor 900 Megawatt Nuclear Power Plant (NPP) by Davide 

Rovero [8]. A dynamic neural network aggregation model is 

developed for transient detection, classification and prediction 

in NPP by Kun Mo et al. [9]. Probabilistic ANN is modeled 

for identification of unlabelled transient in NPP by Mark J. E. 

et al. [10].    The event identification in a NPP can be detected 

by two approaches, model based and data driven approach. 

The model based approach incorporate physical models which 

detect the fault by checking the consistency between the 

observed behavior and the predicted behavior through the 

model [11, 12]. This work is a part of project, accomplished 

with the aim of using this application, as a support to 

operators for safe operation of nuclear reactor systems. It 

describes development of ANN model for event identification 

in a 500 MWe Prototype Fast Breeder Reactor Subsystem. 

The subsystem considered here is Primary Sodium Circuit. 

The various events which occur in the plant are known as 

design basis events. Here two design basis events, primary 

sodium pump trip and primary sodium pump seizure have 

been considered for detection using ANN models. A range of 

data has been generated with the help of thermal hydraulics 

simulation code for the steady state operation and transient 

operation conditions. The data used as input to train the model 

has already been validated and recorded in event analysis 

report of Prototype Fast Breeder Reactor.  

2. NEURAL NETWORK 

METHODOLOGY 
Artificial neural network is an information processing 

paradigm consisting of massively interconnected processing 

elements called neurons working as a whole to solve some 

specified problems. The processing units are of three types as 

depicted in figure1: input units which receive signals from 

outside, output units which sends signals outside the neural 

network and hidden units which take the data from input 

units, process the data and then send them to output unit [13]. 

ANN has a natural propensity for storing knowledge in the 

connection weights which are connected between the neurons. 

The knowledge stored in the connections weights is acquired 

by the training or learning process of the network as time 

progresses [14]. 

The neural network is characterized by architecture learning 

pattern and activation function. The network architecture can 

be described by the pattern of connection in between the 

layers and the number of neurons in each layer. The 

architectures are of two types, feed forward and feedback 

network. Feed forward network consists of neurons where 

each layer feeding input to the next layer in forward direction 

through the connections. Feedback network consists of 

processing units where the output of each unit is fedback as 

inputs to all other units forming a loop [15]. The learning 

process can be explained as the method of adjusting 

connection weights between the layers of network in order to 

achieve the outputs of the network. There are three types of 

learning: Supervised, Unsupervised and Reinforcement 

learning. In supervised learning the network is provided with 

a series of inputs and outputs. It is known as learning with 

teacher. The learning continues till the calculated output 

matches with the desired output. In unsupervised learning 

only the inputs are provided without the targeted outputs. It 

helps in determining the salient features of the network. It is a 

self organized network without teacher [14]. Reinforcement 

learning is the mixture of above two. Here we provide the 

input data which is propagated forward only to tell the 

network whether the output is right or wrong. If wrong, the 

weights are adjusted in the midway itself so that later the 

probability of getting correct output is more in future.                                     

The neural network characteristics include massive 

parallelism and distributed processing, their robust nature, 

learning ability, flexibility and adaptability inherent 

contextual information processing, fault tolerance and low 

energy consumption etc. The application areas of ANN 

include pattern completion, classification, feature detection, 

optimization, approximation, data compression, association, 

prediction, signal processing, speech production, speech 

recognition etc. 

3. A BRIEF DESCRIPTION OF 

PROTOTYPE FAST BREEDER 

REACTOR 
Prototype Fast Breeder Reactor (PFBR) is a 500 MWe 

(Megawatt Electrical), Plutonium and Uranium mixed oxide 

(PuO2 and UO2) fuel, sodium cooled, pool type reactor. As 

shown in figure 2, PFBR flow sheet describes the various 

subsystems associated with it and their interconnections [16]. 

The heat transport system of PFBR consists of primary 

sodium circuit, secondary sodium circuit and steam water 

system. The primary sodium circuit is contained inside the 

main vessel of the reactor. It consists of two primary sodium 

pumps and four Intermediate Heat Exchangers (IHX). The 

main objectives of primary sodium main circuit are: 

- To transfer the nuclear heat generated in the core to the 

secondary sodium circuit through IHX keeping in mind the 

maintenance of safe operating temperature of core 

subassemblies and main vessel. 

- To ensure safe operating temperature of the core 

subassembly and main vessel by transferring the decay heat 

from the core subassembly to secondary sodium circuit.          

Figure 1 shows the PFBR flow diagram having all the 

components of the plant. 

.        
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Fig1. PFBR flow sheet 

The secondary sodium system consists of surge tank, four 

steam generators (SG) and secondary sodium pump. The 

steam water system consists of turbine with separate reheaters 

which employ regenerative feed water heating. 

3.1 Description of Primary Sodium Pump 
The Primary sodium pump is a single top suction, single stage 

vertical shaft centrifugal pump placed in cold sodium pool 

[17]. Each pump is located between two IHX around the core. 

The pumps operate in parallel across the core. The nominal 

speed of the pump is 590 rpm. The operating temperature of 

the pump is 670k and the fluid inside the pump is liquid 

sodium. The primary sodium pump and its operation are 

shown in figure 3. In figure 2 the schematic of Primary 

Sodium Pump is shown. 

Fig2. Schematic of Primary Sodium Pump 

3.2 Events associated with Primary 

Sodium Pump 
The safety of PFBR is evaluated by the response of plant to 

various events which affect the plant and they are known as 

Design Basic Events (DBE). The DBEs are classified into 4 

categories namely category 1 (all planned conditions), 

category 2 (> 10-2/reacor year (ry)), Category 3 (   10-2/ry but 

> 10-4/ry) and Category 4 events ( 10-4/ry but > 10-6/ry). 

There are various events associated with Primary Sodium 

Pump. Two important events among those, PSP trip and PSP 

seizure have been considered for modeling. Figure 4 shows 

the event analysis graphs of PSP trip and PSP seizure event. 

PSP trip is a category 2 event. The probability of occurrence 

of the event is high compared to category 3 and 4. It may 

happen due to mechanical problems such as misalignment in 

flywheel, bearings and seismic events etc. and electrical 

problems like fault in power supply and failure in pony motor 

etc. PSP seizure is a category 3 event. This may occur by 

some mechanical faults like insufficient hydrostatic bearing 

clearance, seismic events, foreign particle etc [18].  

3.2.1 One Primary Sodium Pump (PSP) Trip     

When one PSP trip occurs, the speed of the tripped PSP flow 

reduces gradually against inertia to 50% in 2.6s and to 0% in 

9.4s. Due to parallel operation of two PSPs the operating PSP 

flow increases to 126% in order to balance the core flow. The 

total core flow reduces to 61% in 10s. Hence the power to 

flow ratio (P/Q) increases and then the central subassembly 

outlet temperature ( CSA) increases which leads to increase 

in central subassembly temperature rise (  CSA) and mean 

core temperature rise (  M). The hot pool sodium 

temperature increases, which in turn increases the cold pool 

sodium temperature or reactor inlet temperature finally 

leading to safety controlled rod accelerated movement 

(SCRAM). Out of a set of SCRAM parameters five effective 

SCRAM parameters viz. Np (Pump speed), P/Q,  CSA, 

CSA and  M  are used for protection of this event. Among 

the various parameters present the first appearing parameters 

that independently trigger reactor SCRAM by shutdown 

systems are Np and  CSAM respectively. The reactor is 

designed to ensure that the design safety limits are not 

exceeded during the normal operational range.  

3.2.2 One Primary Sodium Pump (PSP) Seizure     

When a PSP Seizure occurs there is a ramp reduction of the 

speed of one pump to zero in one second. The second pump is 

considered to be continuing to operate at full speed. The 

operating PSP flow increases to 125% and the core flow 

reduces to 37% in 1.7s. With decrease in flow in such a fast 

rate the sodium temperature increases very rapidly. Out of 

several number of SCRAM parameters six effective 

parameters viz. NP, P/Q, CSAM, (reactivity), CSAM, and M 

parameters are available during the event. A speed sensor is 

mounted at the pump shaft so as to continuously measure the 

speed during the event and hence Np is the most significant 

SCRAM parameter of Shutdown system 1. And CSAM is most 

significant parameter of Shutdown system 2 because the 

temperature sensing time of the thermocouple of central 

subassembly is very less.  

3.2.3 Analysis of Design Basis Events 

The figures below show various SCRAM parameters and the 

time at which they cross the threshold values. It can be 

observed from the graph that for PSP trip the Np parameter 

crosses its threshold of 95% at 0.45s and for PSP seizure it 

crosses the threshold at 0.05s. Similarly the P/Q parameter 

crosses its threshold of 1.1 at 1.6s for PSP trip and at 0.21s for 

PSP seizure. Threshold values for SCRAM parameters are 

indicated in the graph. Figure 3 depicts the PSP trip and PSP 

seizure event related graphs. 
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(a) 

 

(b) 

Fig 3: Evolutions of process values of SCRAM parameters 

during one (a) PSP trip and (b) PSP seizure event 

4. TRAINING and FINE TUNING OF 

THE NEURAL NETWORK 
Multilayer feed forward neural network architecture using 

back propagation algorithm has been used for event 

identification of primary sodium circuit. In back propagation 

algorithm the mathematical formula presented can be applied 

to any network and does not require any special mention of 

the features of the function to be learnt. The batch update 

weights in back propagation provides a smoothing effect on 

the weight correction terms .A network is said to be 

generalized when it sensibly interpolates with input 

connections that are new to the network. The best network for 

generalization is back propagation network [14, 19]. Figure 4 

shows multilayer neural network diagram. 

 

Fig4. Multilayer Neural Network 

All the relevant parameters causing the occurrence of the 

events have been taken as inputs to the input layer of neural 

network. The output of the neural network is that particular 

event which has to be identified. The network has been 

trained such that when the event occurs the output is zero. For 

PSP trip event, the neural network is having five input nodes 

and one output node. The input parameters are Np, P/Q, CSA 

and CSA, M.  Likewise the inputs for PSP seizure event are 

six, Np, P/Q, CSA, CSA, M and  . The transient data is 

generated using thermo-hydraulics code. It is then divided 

into training samples and testing samples in (80%:20%) ratio 

approximately. Since the data cover a wide range, it has to be 

normalized between zero to one. The normalization formula 

used here is given in equation 1.     

   
minmax

min

D

norm

D

DD
D




                                                  (1) 

After normalization the data is fed to the neural network and 

random weights are assigned first. The input signals move 

from input layer to output layer through hidden layer. The 

inputs after getting multiplied with the random weights are 

summed up. The summed up value is then fed to the non 

linear activation function which is a sigmoid function here. It 

is represented by equation 2. 

         1
)exp(1

2


 x
                                                (2) 

Where x  is the summed up result of the weight multiplied 

with inputs. 

The result is then compared with the desired output and if it 

disagrees with the desired output the difference in desired and 

actual output is back propagated and put in the weight change 

step. The weight is then updated by adding the change in 

weight to the previous weight. Learning rate parameter is 

applied to the weight change factor in order to get faster 

convergence. Following equations 3 (a) and 3 (b) give the 

weight updated value. 

                            1WWW kjkj                                 (3a) 

                            2WWW jiji                                  (3b)             

Where kjW , is the weight applied from hidden to the output 

layer and jiW is the weight change from input to hidden layer 

and 1W , 2W   are the respective change in the weight 

vector. The training process is repeated till the stopping 

criteria are being met, when the mean square error (MSE), the 

difference in desired and calculated output becomes 

negligibly small. The MSE can be represented as equation 4. 

MSE =
TSN

1
*



TSN

t 1



NON

k 1

  2ktkt Odout 
 
     

             (4)         

Where TSN represents the number of training samples, 

NON  represents the number of output nodes, dout and O  

represents desired and actual outputs. 

60

70

80

90

100

110

120

130

140

0 1 2 3 4 5

Time, s

S
p

e
e
d

 o
r 

P
/Q

, 
%

0

10

20

30

40

50

T
e
m

p
e
ra

tu
re

 a
b

o
v
e
 n

o
m

in
a
l,

 K

Np

P/Q

qCSAM

M 

Threshold for Np

Threshold for P/Q

Threshold for temperature parameters

0.43 s

1.86 s
1.63 s

1.6 s

CSAM

CSAM

M

60

70

80

90

100

110

120

130

140

0 0.5 1 1.5 2

Time, s

S
p

e
e

d
 o

r 
P

/Q
, 

%

0

10

20

30

40

50

T
e

m
p

e
ra

tu
re

 a
b

o
v

e
 n

o
m

in
a

l,
 K

Np

P/Q

qCSAM

DqCSAM

DqM

Threshold for Np

Threshold for P/Q

Threshold for temperature parameters

0.05 s
0.99 s

0.9 s
0.21 s

CSAM

CSAM

M

Input  Layer

Hidden  Layer

Output Layer



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  

Foundation of Computer Science FCS, New York, USA 

Volume 4– No.1, September 2012 – www.ijais.org 

 

5 

In case of PSP trip 49 samples are used for training. The 

neural network developed for PSP trip event has three layers. 

Input layer consists of 5 input nodes, hidden layer can be 

varied and fine tuned and output layer consists of one output, 

i.e., the event itself. In case of PSP seizure 54 samples are 

used for training the neural network. The input layer consists 

of 6 input nodes and output layer is of one output node, the 

event. Both the training and testing samples cover the range of 

data from steady state to transients.  The network is trained 

using the back propagation algorithm and the coding has been 

done in C-programming.  

The fine tuning has been carried out by various trials for 

finding the optimal number of hidden nodes and learning rates 

leading to least mean square error. For the ANN model which 

detected the PSP trip event the various learning rates used for 

trial ranges from 0.001 to 0.1 and the optimal learning rate is 

found to be 0.05. Similarly the number for hidden nodes have 

been varied from 4 to 12 by keeping the learning rate constant 

and the results are analyzed to find out the optimal number of 

hidden nodes. With 11 hidden nodes in the hidden layer the 

network converges faster for the given configuration. 

Likewise for the ANN model developed to detect PSP seizure 

event the learning rates are varied from 0.001 to 0.2 and 

hidden nodes are varied from 5 to 13 and the optimum values 

are achieved at number of hidden nodes=12 and learning 

rates=0.005. Choosing number of hidden nodes in hidden 

layer is of major concern. In this case, many networks have 

been tried with different number of hidden nodes, and 

generalization error has been estimated for each network. The 

network having optimal number of hidden nodes and least 

generalization error has been chosen as fine-tuned network.  

5. RESULTS AND DISCUSSION 
The identification of PSP trip and PSP seizure events have 

been considered for modeling and two separate ANN models 

have been implemented. In PSP trip event five system 

parameters have been used as inputs and in PSP seizure event 

six system parameters have been used including the reactivity 

parameter which is of major concern for the SCRAM to 

occur. The weight parameters achieved from the training 

process are used in the testing phase with a set of test samples 

which has not been trained earlier. 

5.1 Case 1:  PSP TRIP 

The trial results are shown in figure 5. The optimal mean 

square error value of 2.83e-05 is achieved with number of 

hidden nodes=11 and learning rate=0.05 for 10 lakh iterations. 

The training time for 20 lakh iterations was 10 minutes in a 

2.66 Ghz Intel Core 2 Duo PC. The figure 6 shows that the 

actual outputs obtained during training are almost matching 

with the desired outputs after 20 lakh iterations. 

 

 

(a) 

 

(b) 

Fig5. Graph plotted between mean square error and number of epochs for (a) various learning rates (b) number of hidden 

nodes 
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Fig6. Neural Network training results for PSP trip event showing desired and actual output 

Four distinct test samples from the trained input range are 

used for testing the network. The neural network model is 

then validated against those test samples and the results show 

that the occurrences of PSP trip can be identified with 

negligible error as shown in figure 7. In the graphs, 

occurrence of the event is identified by output 1 and the 

steady-state condition with output 0. 

 

(a) 

 

(b) 

Fig7. Test results for PSP Trip event neural network model showing (a) desired and actual output and (b) the difference 

between desired and actual output 
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5.2 Case 2: PSP SEIZURE 

The trial results are shown in figure 8. The optimal mean 

square error value of 2.83e-05 is achieved with number of 

hidden nodes=12 and learning rate=0.005 for 10 lakh 

iterations. The figure 9 depicts the training results of PSP 

seizure event. From the graph it is shown that the desired and 

actual outputs are in well agreement with each other. 

      

 

    

(a) 

 

 

(b) 

Fig8. Graph plotted between mean square error and number of epochs for (a) various learning rates (b) number of hidden 

nodes 
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 Fig9. Neural Network training results for PSP Seizure event showing desired and actual output 

.          

 

(a) 

 

Fig10. Test results for PSP Seizure event neural network 

model showing (a) desired and actual output and (b) the 

difference between desired and actual output 

Five distinct test samples from the trained range are used for 

validation. The test results shown in Fig. 10 indicate that the 

desired output almost matches with the actual output and the 

occurrence of the events can be identified satisfactorily. 

Multilayer feed forward ANN model has been implemented 

and trained with BP algorithm to identify events related to 

PFBR subsystem. From the results it is shown that the neural 

network gives comparatively faster results than obtained from 

the point kinetics equation model. 

6. CONCLUSION 
This paper describes the identification of events for Primary 

Sodium Circuit in PFBR using Artificial Neural Network 

model. The steady state and transient data have been collected 

from the thermo hydraulics model of PFBR simulator. The 

effective SCRAM parameters which cause the events are used 

as inputs to the neural network. Two separate ANN models 

have been developed to detect PSP trip and PSP seizure 

events. Multilayer feed forward network using back 

propagation algorithm is implemented and training has been 

carried out to achieve least mean square error with optimal 

network parameters. The occurrence of events has been 

successfully detected during the validation of our ANN 

model. The network once trained properly, is ready to identify 

the transient in much less time compared to identification of 

events detected manually. Hence these models can be very 

helpful in quick detection and corrective decision making 

during the operation of nuclear reactors.  Our future aim is to 

identify the all associated events by integrating individual 

subsystem models into a single neural network model.   
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