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ABSTRACT 

This paper discusses briefly the significance of e-mail 

communication in today’s world, how substantial e-mails are 

with respect to obtaining digital evidence. The framework 

proposed by authors employs state-of-the-art existing data 

mining techniques. Experiments are conducted for e-mail 

analysis on the Enron data corpus.  The intent of the proposed 

system is to provide assistance during forensic investigation. 

In this paper, we enhance the results obtained in our previous 

work on statistical analysis and provide our findings on e-mail 

classification experiments. 
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1. INTRODUCTION 
In this Internet age, e-mail still holds a significant place at the 

summit, in finding useful digital evidence in mountains of 

data. It is like an inseparable accessory rather than a tool for 

most of us, with trillion e-mails sent a year, making it a key 

evidential element in almost every case litigated today. We 

are more prone to using e-mail rather than talking on 

telephones or putting things to paper. So be it a software firm, 

a bank, or an institution, e-mails are everywhere! However, 

today new digital trends like social networking, texting and 

tweeting are slowly nibbling e-mail as our primary 

communication, but still they are no less digital. So every time 

when our keyboard is doing the talking, we are naively 

leaving digital traces behind. Forensic experts are masters of 

finding and following these traces, rightfully to the evidence. 

Civil and criminal court proceedings are seeking reliable 

digital evidence to punish the convict in cyber crime cases. 

For this reason, expert forensic analysis of e-mails and other 

electronically stored information is paramount when evidence 

goes digital. This had lead to the need for efficient automated 

tools in the hands of forensic experts [29].  

1.1 Identification and Extraction 
The first step in any e-mail analysis is identification of e-mail 

sources and how the e-mail servers and clients are used in an 

organization. E-mail clients and servers have expanded into 

full databases, document repositories, contact managers, time 

mangers, calendars’ and many other applications, more than 

just a way of sending messages. Organizations use these 

powerful, database enabled e-mail and messaging servers to 

manage cases, track clients and share data. Most users are still 

unaware that even though they have clicked the delete button 

or emptied their Deleted Items folder, many times e-mails can 

be forensically extracted even after deletion. It's common 

policy for most organizations, such as banks or brokerage 

firms, to have e-mail archiving for regulatory purposes, with 

users being totally unaware, that all their e-mails are being 

stored for years in a searchable, retrievable format.  Most 

users are oblivious to the fact that e-mails may reside on 

servers unbeknown to them, or on backup tapes that were 

created during the normal course of business. Certainly, they 

may also be extracted from the hard disk of the client or the 

server as well. If properly conducted and managed the 

forensic analysis of e-mail yields documents that can be easily 

correlated by date, subject, recipient or sender and yield a 

highly understandable and easy to follow map of events and 

entities. This could play an evidentiary role in criminal cases 

pertaining to cyber crimes. However manual analysis of this 

enormous data is impractical. In this context, Data mining and 

machine learning techniques have reliably paid off. The 

framework in [29-31] proposed by authors is based on these 

well established techniques and efforts to provide a better 

insight in e-mail analysis by assisting the forensic investigator 

during initial stage of any forensic investigation.  

In this paper, we extend the implementation of our proposed 

framework in [29-31]. This paper is divided into four sections. 

Section II briefly summarizes the related work in e-mail 

mining. Section III extends the statistical findings obtained in 

[30] and the experimental results on e-mail classification. 

Section IV presents the conclusion drawn. 

2. RELATED WORK 

E-mail mining is an upcoming research area wherein 

researchers are constantly striving to find upbeat methods to 

restrain against the increasing e-mail abuse. Digital Forensic 

technology has already become a centre of attention among 

researcher’s and law professionals to help curb the amount of 

cyber crime [28]. Existing techniques of data mining, machine 

learning algorithms and visualization have been used 

profusely by researchers in their endeavor. Researchers have 

brought up various tools and frameworks for e-mail analysis 

from time to time, to aid the forensic investigator, which are 

outlined in [1], [18-22]. Data mining techniques of 

classification and clustering have given credible results in e-

mail forensic analysis as explored in [1-3], [23]. Social 

Network analysis of e-mails helps in determining user 

behaviors and their social circle. Valued forensic analysis has 

been obtained on e-mail social network analysis in [1], [24-

27]. E-mail authorship analysis is an emerging research 

avenue with respect to forensic investigation. Authorship 

analysis, draws its roots from linguistic research, and has 

gained momentum with respect to e-mail and online message 

authorship over the time course and commendable results 
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have been obtained by researchers as discussed in [4-15]. 

Another aspect added with respect to linguistic research of e-

mail is gender identification of e-mails which could be of vital 

forensic value, and is discussed in [16-17]. However, 

presently the authors haven’t included gender identification 

feature in their proposed framework due to time constraints. 

Extensive details of the related literature on the proposed 

framework can be followed in [29, 31], where the authors 

have thoroughly explored the related work on e-mail analysis. 

3. EXPERIMENTAL RESULTS 

The proposed framework employs data mining techniques to 

achieve the myriad functionalities. The framework is 

proposed to perform Statistical Analysis, Classification & 

Clustering, Author Identification and Social Network 

Analysis. The intent of the work is to overcome the confines 

observed in previous systems. To evaluate our 

implementation, we are using the Enron e-mail corpus made 

available by MIT at http://www.cs.cmu.edu/~enron/.  The 

proposed framework is implemented in Java and uses the data 

mining tool weka as previously discussed in [29-30]. 

3.1 E-mail Statistical Analysis 
Statistical analysis of e-mail data is calculated from e-mail 

ensembles, and the communication pattern so obtained 

reflects a great deal of information valued to the forensic 

investigator. The various possible statistics obtained from the 

email corpus could be number of e-mails per sender, per 

recipient, per sender domain, per recipient domain, per class, 

per cluster etc. [29, 30]. In our previous work in [30] we had 

calculated limited statistics. Here we have extended the 

statistics calculated per individual e-mail user. Also the results 

have been enhanced using graphical bar charts. For case study 

we are viewing the statistical analysis of user Allen P. Figure 

1-5 show the various statistics calculated over the inbox and 

outbox of the user Allen P. The inbox and outbox statistics 

reveal the persons with whom Allen P is frequently 

communicating. We can also infer the least communicating 

entities from the same graph. Thus the outliers can be further 

analyzed by the forensic investigator for detailed analysis. 

 

 
Fig 1: Inbox Statistics 

 
Fig 2: Outbox Statistics 

 

 
Fig 3: Inbox Mail Distribution 

 
Fig 4: Outbox Mail Distribution 

 
Fig 5 : General Statistics  

 

Similarly, the inbox and outbox distribution at over various 

hour of the day provides a summary about the communication 

pattern of a certain user. As identified in this case, Allen P is 

frequently sending mails at late hours in night. Such 

information can be of crucial use to the forensic investigator 

in cases of threat or fraud from a disgruntled employee. 

Rest other statistics can also be shown graphically but have 

been skipped due to space issues. Thus, statistical analysis can 

provide an initial insight to the forensic investigator at the first 

http://www.cs.cmu.edu/~enron/
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glimpse of the e-mail ensemble. This can result in confining 

the number of suspects or even identification of possible 

suspects at the primary stage of the investigation. 

3.2 E-mail Classification 
Most e-mail mining tasks are being accomplished by using e-

mail classification at some point. E-mail classification is the 

assignment of an e-mail message to one of the category, from 

a pre-defined set of categories. Examples of applications are 

automatic mail categorization into folders; spam filtering and 

author identification. Generally classification is performed in 

two steps: data cleaning which is followed by features 

extraction. Next the extracted features are bifurcated to 

represent the training and test sets. The training sets are given 

class labels and it is used to develop a classifier model. The 

accuracy of the classifier depends on the aptness of the 

training data. The developed model is then tested with the test 

data and the classifiers accuracy is tested. Sometimes some 

other data can also be used in order to validate the developed 

model. 

 
Fig 6: Training of Classifier 

 

 
Fig 7: Testing of Classifier 

 

Here we will be classifying the e-mails based on their topic 

into two classes: those dealing with company business 

(official) and those that were personal specifically for Enron 

dataset. For Classification, we are using Decision Tree 

classifier represented as J48 in the weka classes, which has 

shown promising results in most of the studies. For e-mail 

classification, the body of e-mail is converted to a vector of 

metrics called features. Using java StringToWordVector API 

of weka, each character stream is converted into distinct 

tokens or words. Some of the words may appear in different 

forms (for instance, verb, noun, and adjective, etc.), or 

different tenses such as present, past, and future). Such words 

are stemmed to their common root. For example ‘report’, 

‘reported’, and ‘reporting’ will be stemmed to their root form 

‘report’. We are using weka to internally stem the words to 

their base form. For feature selection we are using the tf-idf 

measure and weka’s internal attribute selection methods in 

order to reduce dimensionality of the feature set.  

For experiment we considered a subset containing around 200 

e-mail messages classified manually into two classes: those 

dealing with company business (official) and those that were 

personal. Each category contained 100 e-mails. We randomly 

created the training set and developed the classifier model 

using J48 Decision tree class of weka. We constructed a 

training set by randomly selecting 60 e-mails from each class, 

while the remaining 40 e-mails were used for testing. Figure 7 

shows the testing procedure of our framework. This same 

experiment was repeated for several random training set in 

order to test the robustness of our classifier. The precision of 

the classifier  varied between 74% and 89%, with an average 

precision of about 82%. The classifier’s precision is computed 

to measure the accuracy of the developed model, and is 

calculated as the percentage of true positives. The observed 

results from our developed classifier model are within 

acceptable range and are showing promising result. 

4. CONCLUSION 

With growing e-mail abuses investigators require efficient 

automated tools for fast e-mail analysis to help the forensic 

investigators gather evidence. Automation can ease the 

process, help in saving the time and can help to nab the culprit 

in time. E-mail has become vital for inter-personal 

communication and professional life, so efficient solution for 

fast e-mail analysis is the need of the hour. Through statistical 

analysis we have concluded that it could be effective at the 

primary stage of forensic investigation in order to identify 

prime suspects or limit the number of suspects by identifying 

anomalous behavior. However in order for this to be full 

proof, the context of the data should be kept in mind which is 

very necessary. The experiments on e-mail classification have 

shown promising results. The results can be compared with 

other classifiers but have been limited due to time constraints. 

The authors propose to incorporate this as a part of future 

scope.  The implementation of the rest of the proposed 

framework is ongoing. 
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