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ABSTRACT 

Exploring the dataset features through the application of 

clustering algorithms is a viable means by which the 

conceptual description of such data can be revealed for better 

understanding, grouping and decision making. Some 

clustering algorithms, especially those that are partitioned-

based, clusters any data presented to them even if similar 

features do not present. This study explores the performance 

accuracies of partitioning-based algorithms and probabilistic 

model-based algorithm. Experiments were conducted using k-

means, k-medoids and EM-algorithm. The study implements 

each algorithm using RapidMiner Software and the results 

generated was validated for correctness in accordance to the 

concept of external criteria method. The clusters formed 

revealed the capability and drawbacks of each algorithm on 

the data points.  
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1. INTRODUCTION 
Clustering is an important exploratory technique commonly 

used in descriptive data mining to unveil some hidden features 

embedded in the dataset. Clustering is described in [1] as an 

automated search for group of related observations in a data 

set. The concept involves the division of data into groups, also 

known as clusters. Although, it is well established that the 

similarity of objects is used for clustering, the definitions of 

similarity and the method employed to obtain similarity are 

varied [2]. The object of the same cluster shares some 

features, and from a machine learning perspective, clusters 

correspond to hidden patterns [3]. The clustering algorithm 

automatically supplies clusters found in data with a 

conceptual description and according to [4], a good 

conceptual description can be used for better understanding 

and better decision. K-means and k-medoids are the most 

widely used clustering algorithms for selecting group of 

objects from data sets [5]. 

Traditionally, clustering techniques are broadly divided into 

hierarchical and partitioning [3], the notion used in both 

techniques to cluster data defers. Clustering may also be 

density or grid-based, while hierarchical algorithm does its 

grouping as crystals grows, partitioning algorithms learn 

clusters directly. The hierarchical clustering is further 

subdivided into agglomerative and divisive.  

 

Clustering is an unsupervised learning technique and unlike 

classification and regression, which analyse class-labelled 

data sets, clustering analyses data objects without consulting 

class labels [6]. It can therefore be used to generate class 

labels for a group of data. Many similarities exist between 

data mining and machine learning, but while machine learning 

research often focuses on the accuracy of the model, data 

mining research in addition to accuracy places strong 

emphasis on the efficiency and scalability of mining methods 

for large data sets; and ways to handle complex types of data 

and to explore new, alternative methods [6]. 

 
This study focuses on comparing the performance accuracies 

of partitioning-based clustering algorithms and probabilistic 

model-based clustering of the dataset being explored. The 

paper is organized as follows: In the next section, some 

related works reported in the literature on the implementation 

of these partitioning algorithms and probabilistic model-based 

clustering is discussed. In section 3, the basic concepts of each 

algorithm is briefly discussed; while the processes involved in 

experimenting with the data is reported in section 4. The 

experimental results is represented and discussed in section 5 

and the study is concluded in section 6.  

 

2. RELATED WORK  
A partitioning-based algorithm such as k-means has been 

widely reported in the literature for the clustering of data. 

Specifically, the algorithm is well known for clustering of 

data such as images [7], video object segmentation [8], 

document clustering [9] etc. However, one of the drawbacks 

of the algorithm is its challenges of grouping categorical 

variables; k-means can only cluster numeric values. The 

algorithm is sensitive to outliers because such objects are far 

away from the majority of the data, and thus, when assigned 

to a cluster, they can dramatically distort the mean value of 

the cluster [6]. To overcome this challenge, algorithm to 

address the shortcomings is proposed in [8]. Although, several 

existing algorithms can handle both numeric and categorical 

data, Huang[8], opined that most of them are not efficient 

when dealing with large datasets. In a study proposed in [10], 

k-means is used to generate class labels; the algorithm was 

combined with linear discriminant analysis approach to 

adaptively select the most discriminating subspace. 

 

Study in [11] proposed k-medoids to identify sets of similar 

rules in order to better understand the pattern of the data. The 

algorithm is widely proposed in several other studies 

[12],[5],[13] and[11]. The algorithm was modified in [5] to 

get a faster clustering and to overcome some of its limitations 
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such as the problem of finding natural clusters, the 

dependency of output on the order of input data, etc. Due to 

too much time consumed while k-medoids is dealing with 

very large dataset, the algorithm was scaled in [13] to enhance 

its performance. 

 

In order to improve the quality of solutions and speed, EM 

algorithm was enhanced in a study proposed in [14] to cluster 

large data sets having high dimension. The algorithm is also 

proposed in [15] for clustering of spatial data.  In 

segmentation of images proposed in [16], the EM algorithm 

estimates  the parameters of the model which provide 

segmentation of the image into regions, the resulting output 

produces a description of each region’s colour and texture 

characteristics. 

3. PARTITIONING AND 

PROBABILISTIC MODEL-BASED 

ALGORITHMS 
Descriptive algorithms describe features in the dataset based 

on certain notions. Typical algorithms in this category 

include: partitioning-based, density-based, grid-based, 

hierarchical etc. Generally, partitioning-based algorithm finds 

the partitions or the resulting clusters that minimize either 

intra-cluster distances or inter-cluster distances. Given a set of 

n objects, a partitioning method constructs k partitions of the 

data, where each partition represents a cluster and k ≤ n; and 

most partitioning methods are distance-based [6]. 

3.1 k-Means 
Suppose a data set, D, contains n objects in Euclidean space, 

partitioning methods distribute the objects in D into k clusters, 

C1…, Ck,  Ci D and Ci   Cj =   for (1  i, j  k). K-

means method can only be applied when the mean of a set of 

objects is defined [6]. A centroid-based partitioning technique 

uses the centroid of a cluster, Ci to represent that cluster. The 

centroid can be defined in various ways, such as by the mean 

or method of the objects assigned to the cluster. The 

difference between an object p Ci and ci, the representative 

of the cluster, is measured by dist(p, ci), where dist(x, y) is the 

Euclidean distance between two points x and y. The sum of 

squared error that measures the quality of cluster between all 

objects in Ci and centroid ci, can be defined as: 

E = 
2

1

),(
 

k

i

n

Cp

i

i

cpdist                      (1) 

where E is the sum of squared error for all objects in the data 

set; p is the point in space representing a given object; and ci is 

the centroid of cluster Ci . The time complexity of the k-

means algorithm is O(nkt), where n is the total number of 

objects, k is the number of clusters, and t is the number of 

iterations [6]. 

3.2 EM-algorithm 
In many applications, probabilistic model-based clustering has 

been shown to be effective, this learning algorithm starts with 

an initial set of parameters and iterates until the clustering 

cannot be improved. Generally, the EM- algorithm may not 

converge to the optimal solution [6]. However, many 

heuristics have been explored to this situation, most especially 

by running EM process multiple times using different random 

initial values. The EM algorithm has two steps: an expectation 

step and a maximization step; the initial expectation step 

guesses what the parameters are using pseudo-random 

numbers. In the maximization step, the mean and variance is 

used to re-estimate the parameters continually until they 

converge to a local maximum [17]. Expectation step assigns 

objects according to the parameters of probabilistic clusters, 

while maximization step finds the new clustering or expected 

likelihood in probabilistic model-based clustering [6]. 

3.3 k-Medoids 
This algorithm is an extension of k-means paradigm; it 

clusters categorical data as it uses a simple matching 

dissimilarity measure for categorical objects [18]. Instead of 

taking the mean value of the objects in a cluster as a reference 

point, the actual objects can be picked to represent the 

clusters, using one representative object per cluster. Each 

remaining object is assigned to the cluster of which the 

representative object is the most similar. The partitioning 

method is then performed based on the principle of 

minimizing the sum of dissimilarities between each object p 

and its corresponding representative object. This is the basis 

for the k-medoids method, which groups n objects into k 

clusters by minimizing the absolute error criterion[6], which 

can be defined as: 

     E = ),(
1


 

k

i cp

i

i

opdist                       (2) 

 where E is the sum of the absolute error for all objects p in the 

dataset, and oi is the representative object of ci.  

4. EXPERIMENTATIONS 
This study experiments on excerpts of the dataset retrieved 

from an open repository of the World Bank [21]. The data 

reflect the cross-country information for Sector Investment 

and Capital in the year 2000. Experiment in the proposed 

study is carried out in the RapidMiner Software environment 

to describe the features in the data that form the basis for the 

grouping.  The data has three attributes: GDP per capital, 

urban population and surface area. The target grouping is 

Income (low, medium, high). 

The three partition algorithms used in this study are 

represented in Table 1. While k-means measures the 

Euclidean distance of the data points, k-medoids measures the 

mixed Euclidean distance of the data points in order to handle 

string values and with EM-algorithm, data points are  

randomly assigned to the parameter . In order to compare the 

cluster results to the label (income group) in the original data, 

the dataset was clustered into three. Table 1 shows the 

configuration of the parameters in each algorithm. 

 

 

http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTRESEARCH/0,,contentMDK:20699730~pagePK:64214825~piPK:64214943~theSitePK:469382,00.html
http://econ.worldbank.org/WBSITE/EXTERNAL/EXTDEC/EXTRESEARCH/0,,contentMDK:20699730~pagePK:64214825~piPK:64214943~theSitePK:469382,00.html
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Fig. 1 Experimental setup 

     

Table 1: Parameter settings for the algorithms 

     Algorithms Number of 

clusters 

Max. runs Dataset 

Normalization 

Numerical 

measure 

Max 

optimization 

K-means 3 10 z-transform Euclidean 

distance 

100 

EM-Clustering 3 10 z-transform Assign values 

randomly 

100 

K-medoids 3 10 z-transform Mixed 

Euclidean 

100 

 

The dataset is normalized in order to express the attributes 

in smaller units and according to [6], normalized data give 

attribute greater effect. Normalized and standardized 

involves transforming the data to fall within small or 

common range such as [-1, 1] or [0.0, 1.0]. Z-score 

normalization is a data standardization method that 

normalized attribute values based on the mean and standard 

deviation of the attributes values. A value, xi of A is 

normalized to xi
1
 by computing: 

A

i

i

AX

X 




1
            (3) 

 

 

 

 

 

 

 

 

A variation of z-score normalization replaces the standard 

deviation in (3) by the mean absolute deviation of A. Thus, 

z-score normalization using the mean absolute deviation is:               

     

A

i

i S

AX

X




1
  (4) 

where A  and A are the mean and standard deviation, 

respectively, of attribute A. 

The mean absolute deviation, SA, is more robust to outliers 

than the standard deviation, A [6].  
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The clustering of data using k-means, EM-algorithm and K-medoids conforms to figures 1, 2 and 3 respectively: 

 

 

 

 

 

 

 

 

 

Fig. 2:     k-means      Fig. 3:     EM clustering  Fig. 4:     K-medoids 

Input:     k: the number of clusters;  S: a data set containing n objects 

Output:   A set of k clusters 

5. EXPERIMENTAL RESULTS AND 

DISCUSSION 
This study experiment with two partitioning-based algorithms 

and a probabilistic model-based algorithm, the clusters formed 

are shown in Figures 5, 6, and 7. The algorithms operate 

under similar parameter settings as represented in Table 1. For 

the purpose of validation of the formed clusters, the results 

were exported to excel file as shown in the experimental setup 

in Figure 1 for further computations. The scatter plots of k-

means and k-medoids looks much alike and comparing their 

results to the class-label of the original data being analysed, 

each has 61% and 62% accuracy respectively as displayed in 

Table 2. The EM-algorithm shows a different result entirely 

and the comparisons show that it is 51.8% accurate. In 

general, the three algorithms are very fast, while k-means 

remain the fastest among them. 

  

 

Fig. 6: Scatter plot using k-Medoids algorithm       

Table 2:  Performance accuracy of each algorithm on 

the dataset 

 

Algorithm Accuracy 

k-means 61% 

k-medoids 62% 

EM-clustering 51.8% 

 The k-means algorithm 

1. Place k  points into the space 

S 

2. Assign each object to the 

cluster that has the closest 

centroid 

3. Re-compute the positions of 

the k centroid 

4. Repeat steps 2 and 3 until 

the centroids remain 

constant. 

The EM clustering algorithm  

 

1. Initialize i to 0 and choose i 

arbitrarily  

 

2. (E-step): Compute Q( | i) 

 

3. (M-step): Choose i+1 to 

maximize Q(|i)  

 

4. If  i != i+1, then set i to i+1 and 

return to Step 2 

 

where  is an unknown hidden 

variable. 

The k-medoids algorithm 

1. Select the initial medoids 

2. Determine the new medoid of 

each cluster to update medoids 

3. Assign each object to the 

nearest  medoid 

4. Compute sum of distance from 

all objects to their medoids 

5. Repeat step 2 until the sum 

remains constant. 

Fig. 5: Scatter plot using k-means algorithm 
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Fig. 7: Scatter plot using EM algorithm 

Given a set X,  the true representative of the set X [19], is a 

representative set of clustering Centroids C1, ..., Ck if |X| 

. iC  As reported in [20], the class of an object cannot 

be predicted by a clustering algorithm, but it may be estimated 

by examining the clustering result for the class-label data. In 

order to determine the accuracy of the clusters formed, the 

class-label of the original data set is mapped to each cluster 

and the percentage accuracy is determined based on (5). 

S = Sample correctly mapped to the class-label in each 

cluster 

ST =Total number of sample data in each cluster 

Accuracy = 


k

n TS

S

1

x 100                     (5)                                         

where k = 3         

 

6.    CONCLUSION 
In this paper, the performance of some partitioning-based 

clustering algorithms and probabilistic model-based 

algorithm, namely: k-means, k-medoids and EM-algorithm on 

structured data are explored with a view to revealing how 

accurate each algorithm could perform in grouping the 

dataset. The experimental results are compared to the class-

label of the original data and the performance accuracy of 

each algorithm displayed in table 2 shows that, k-means and 

k-medoids are more efficient than EM-algorithm in the 

clustering of data points. While k-means appear to be the 

fastest among the three algorithms and is known for its 

excellent performance on large data, the algorithm however 

requires that, the value of k be continuously varied to get a 

cluster of good quality. 
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