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ABSTRACT 

In this research work it is discussed that how a gesture 

recognition system for alphabetical hand gestures is built. The 

main motive was to develop a system that can simplify the 

way that the normal human being interact with the deaf and 

dump people without the need of  interpretator . This system 

also provides the easy way of humans interaction with 

computers. This system is designed using MATLAB instead 

of neural network. In this system Eigen vector and Eigen 

value techniques only in MATLAB are used. The basis of our 

method is a fast detection process to obtain the meaningful 

hand region from the whole image, which is able to deal with 

a large number of hand gestures against different indoor 

backgrounds and lighting condition, and a recognition process 

that identifies the hand gestures from the images of the 

normalized hand. Experiments show that the system can 

achieve a 99% recognition rate and is suitable for real-time 

applications. 
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1. INTRODUCTION 
The hand movement , body movement and facial expression 

can also used for conveying  the information i.e. it also called 

manual communication. This type of communication is 

mostly used in deaf dump community. If one person is normal 

and verbally communicate with other but the other person is 

deaf and dump and not communicate verbally with the first 

person then he  needs an interpretator which provide a easy 

way of communication between the deaf – dump people and 

normal person. Hand gestures can help us say more in less 

time. If  a deaf- dump  person made a gesture to communicate 

with a normal person that gestures is named a Boltay hath. In 

this paper, used only hand movement for making a hand 

poster or hand gesture. In this paper, make a gesture without 

using any types of gloves and  is not used any type of marker . 

Hand poster are two type first is static and second is dynamic 

type. In this paper, only used static hand movement image or 

hand gesture. Some gestures also have both static and 

dynamic elements, as in sign languages. In this work only on 

one hand gesture is used instead of two hands but most of the 

researcher’s uses both hands. The data is analysis from an 

instrumented data for use in recognition of some signs and 

gestures. A system is developed for recognizing these signs 

and their conversion into alphabets (words). In this research 

work it is tried to make a system for Indian sign language. 

2. RELATED WORK 
Almost all the researchers have used neural network but in 

this paper only MATLAB is used instead of any other  tool. 

To improve the interaction in qualitative terms in dynamic 

environment it is desired that the means of interaction should 

be as ordinary and natural as possible. These movements may 

include the simple action of pointing by finger to more 

complex ones that are used for communication among 

people[5]. Aseema Sultana, T Rajapuspha [15] provides a 

hand gesture recognitions system using SVM classifier. In this 

paper it also uses a Haar Wavelet Transformation techniques. 

According to Aseema Sultana, T Rajapuspha its final stage is 

stage is hand gesture recognition in which the output of 

current gesture model from the second stage is compared with 

each model in hand gesture database where the most matched 

hand gesture is selected as final recognition result. Here  the 

Support Vector Machine (SVM) Classifier is used for 

statistical classification and regression analysis. G. R. S. 

Murthy & R. S. Jadon[5] presents a Model based Approaches 

(Kinematic Model) attempt to infer the pose of the palm and 

the joint angles. Such an approach would be ideal for realistic 

interactions in virtual environments. Generally, the approach 

consists of searching for the kinematic parameters that brings 

the 2D projection of a 3D model of hand into correspondence 

with an edge-based image of a hand. Machine Learning based 

on Hidden Markov Models (HMMs). Cristina Manresa, Javier 

Varona, Ramon Mas and Francisco J. Perales[1], presents a 

techniques based on the probability that a new pixel of skin 

can be calculated. To prevent errors from hand segmentation 

the second step is hand tracking. Tracking is performed 

assuming a constant velocity model and using a pixel labeling 

approach. From the tracking process  several hand features are 

extracted that are fed to a finite state classifier which 

identifies the hand configuration. Prof. K.Rama Linga Reddy, 

G.R. Babu, and Dr. Lal Kishore [10] present a paper based on 

face recognition using artificial neural network. The  Principal 

Component Analysis (PCA) or Linear Discriminant Analysis 

(LDA) method is employed. The weight vector of face images 

to be trained become the input to neural network classifier.  

 The proposed algorithm has been tested on 400 faces of 10 

subjects of  ORL data base and 500 faces of 100 subjects of 

FERET database results are encouraging compared to the 

existing methods.  Satonkar Suhas S, Kurhe Ajay B, Dr. 

Prakash Khanale B [14]  work on  Holistic approach for face 

recognition.  The success rate of classification of images is 

100%. The value of projection vectors is 0.0076, 0.0056, 

0.0008, 0.0036 and 0.0028. K M Poornima, Ajit Danti, and S 

K Narasimhamurthy [21] present a paper for face recognition. 

In this paper ,  it uses discrete wavelet transform (DWT), 

independent component analysis (ICA) and classification 

using k-Nearest Neighborhood (k-NN) classifier. This system 

obtain a recognition rate of about 83.5%. Simarnjot singh and 

Navneet kaur [22] provides a hand recognition system based 

on SIFT ( Scale invariant feature transform ) algorithm. In this 

paper, the system detect hand shape contour region and find 

the maximum contour according to skin color and angle of the 

finger position. Arathy.V and Dr.P.Srinivasa Babu[24] 

provides a system for  recognition of face images through the 
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provides a system for  recognition of face images through the 

Fusion Approach. In this it uses Gabor filter and Principal 

component analysis (PCA) is a dimensionality reduction 

technique which is used for compression and face recognition 

problems. The hand can be classified into one of the four 

gesture classes or one of the four different movement 

directions. Finally, using the system’s performance evaluation 

result the usability of the algorithm in a videogame 

environment is shown. 

3. SYSTEM ARCHITECTURE 
The system architecture of hand gestures is given below. 

According to system architecture first  needs a signer which 

made a hand sign in front of the web camera. Capture these 

hand signs and stored in data base.  In the proposed method, 

32 combinations of binary images each representing ‗UP‘ and 

‗DOWN‘ position of 5 fingers shown in the Fig 1:-first,  All 

the hand gesture images are captured and stored these hand 

poster images in dataset. 200 hand gestures are stored in 

dataset folder. This system architecture divide into four parts 

:-  

A. Modules for changing the size of the gesture.  

B. Preprocessing module for gesture. 

C. Mean image. 

D. O/p result. 

 

                                                                              Fig 1: Shows the system architecture 

3.1 Modules for Changing the size of the 

gesture  
In this section firstly select the test  image from the database 

images. Then change the size of the image into 1024x 768 bye 

160x 120. It takes the color image and the convert the color 

image into gray scale image i.e. 0 and 1 in binary form. After 

that it converts the data type of image to double calculation.   

    

3.2 Preprocessing module for gesture 
In this section, convert the resized image into black and white 

image. If the RGB image is 24-bit, each channel has 8 bits, for 

red, green, and blue—in other words, the image is composed 

of three images (one for each channel), where each image can 

store discrete pixels with conventional brightness intensities 

between 0 and 255. The RGB color space (Red, Green and 

Blue which considered the primary colors of the visible light 

spectrum) is converted through gray scale image to a binary 

image. Many images come in color and certain operations in 

MATLAB are only defined on grayscale Images. Use the 

function rgb2gray to covert them to grayscale.  

                               

3.3 Mean image 
In this section, the important part is feature extraction. The 

importance of feature extraction phase is to know the meaning 
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                                                                 Fig 2:-   Background gray scale dataset hand gesture. 

 

of the letters and accordingly to understand the signed word. 

Selecting the right set of features is the decisive key in order 

to avoid ambiguity in all pattern recognition systems. 

Transforming the input data into the set of features is 

called feature extraction. If the features extracted are carefully 

chosen it is expected that the features set will extract the 

relevant information from the input data in order to perform 

the desired task using this reduced representation instead of 

the full size input[9]. 
For B, an     matrix the real number is called an Eigen 

value of S if there exists a nonzero vector    in Rŋ such that 

    . The vector  is called an eigenvector  . The equation 

     is equivalent to     –       , so all of the following 

are equivalent:- 

1.     is an Eigen value of B. 

2.     –        has a nontrivial solution. 

3.     –    is singular. 

4.        –       . 

The eigenvectors for are the nonzero solutions   to 

    –       . These vectors together with the 0 vector is 

called the Eigen space corresponding to Eigen value. The 

expression det (B-I)  is a polynomial in of degree  , called 

the characteristic polynomial. By property 4,  the Eigen 

values are the roots of the characteristic equation 

       –       . 
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Determining Eigen values and eigenvectors with 

MATLAB:- 

In MATLAB , the characteristic polynomial of a matrix A is 

found by entering poly(B). If A is an     matrix, poly(B) 

is a row vector with     elements that are the coefficients 

of the characteristic polynomial. The command roots(C) 

computes the roots of the polynomial whose coefficients are 

the elements of the vector C. Thus, roots(poly(B)) returns the 

Eigen values of A in a column vector.  

To find the eigenvectors corresponding to each Eigen value 

found above, it  needs to find the nonzero solutions   to 

    –         One way of doing this in MATLAB is to 

compute            and then use Gauss-Jordan elimination. 

The simplfied method is to input of MATLAB. A second 

method of determining the Eigen values and Eigen vectors in 

MATLAB is to use the Eig function. For an     matrix B, 

        returns a     column vector whose elements are 

the Eigen values of B. The command in the form. 

                

computes both the Eigen values and eigenvectors of  .   will 

be a matrix whose columns are eigenvectors of   and   will 

be a diagonal matrix whose entries along the diagonal are 

Eigen values of  . The ith column of  ,         , is the 

eigenvector corresponding to the Eigen value         . 

Here,   is an     matrix with our eigenvalues on its 

diagonal and   is an     matrix with columns that 

represent Eigen vectors. So, their values satisfy the equation:- 

        

Or if one wants to look at one Eigen value / Eigen vector at a 

time:- 

                             

This stands for   times the       column of   (an 

eigenvector) equals the       row/       column entry 

of   (which of course falls on the diagonal), time the column 

of  . The steps of  GUI model for Hand Gesture System are 

as follows :- 

Step 1:- Create a blank big _matrix. 

Step 2:-  Read the image . 

Step 3:- Convert the read color image into RGB2gray scale. 

Step 4:- Resized the actual gray scale image. 

Step 5:- Now, Subplot the resized image ( Firstly take the 

square root of columns and square roots of rows ). 

Step 6:- Then show the image. 

Step 7:- Now  Create a singleton matrix i.e. 

                                      ). 

Step 8:-  Now, substitute the value of temp in step first:- 

                                            

Step 9:- obtain the mean of each row i.e. 

                                       . 

Step 10:- At last when the GUI model of hand gesture 

recognition system is run  then it shows dataset all stored hand 

gesture images in gray scale. 

3.4 O/p result 
In this section, this is last step of image recognition sytem.  As 

signing a new feature vector to some predefined categories in 

order to recognize the sign is the task of classification.  

               Fig 3:- GUI model of hand gesture system 

The choice of classification algorithm it is highly depending 

on the recognition system. A Graphical User Interface (GUI) 

has been created to automatically train and recognize the 

gestures as shown in the fig 3 above.  
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                        Fig 4:- Example of mean image                                     

In the first step, when the train system button is pressed, it 

train the system and creates mean image and also gray scale 

data set in the background. Fig2 and fig4 shows the 

background gray scale dataset hand gesture images and mean 

image.   

In the second step, when  the select test image button is 

pressed then it provides a folder. In this folder, all the RGB 

color hand gestures images have stored. Then choose one 

color hand gesture image amongst them. The hand gesture 

system resized the chosen image in the background and also 

convert color image into gray scale image. Gray scale hand 

gesture image is shown into second axis of the GUI model 

(Fig5 shows the example of select test image respectively). 

In the third step, when  the Perform testing button is pressed, 

then system compares select test image with the mean image 

and gives the results in alphabetical form.  

                        Fig 5:- Example of Select test image. 

4. EXPERIMENTAL RESULT 
This  proposed system showed good results to recognize 

alphabets in real time from RGB color image . Fig6 shows the 

example of GUI model for hand gesture. The performance of 

the system is evaluated on its ability  to correctly classify 

samples to their corresponding classes. The recognition rate is 

defined as the ratio of the number of correctly classified 

samples to the total number of samples, i.e. 

Recognition ratio =     #   Recognized Gestures    X 100 

                                          #  Test Gestures 
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   Fig 6:- Example of GUI model for Hand Gesture System 

5. CONCLUSION  
In this project, A system is developed for the purpose of the 

recognition of a subset of the Indian sign language. system 

has two phases: the feature extraction phase and the 

classification phase. The work was accomplished by training a 

set of input data (feature vectors). Without the need of any 

gloves, an image for the sign is taken by a web camera. After 

processing, feature extracting phase depends on Eigen 

algorithm which is tolerant to gaps in feature boundary 

descriptions and it is relatively unaffected by image noise. 

Computer Vision methods for hand gesture interfaces must 

surpass current performance in terms of robustness and speed 

to achieve interactivity and usability. The system could be 

integrated with finger spelling recognition system such as 

“Boltay Haath” for a complete communication between the 

common person and the vocally disable people. This reserch 

works on static hand gesture using only MATLAB. In future 

the researchers can work on dynamic hand gesture using 

MATLAB instead of neural network and any other tool. 
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