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ABSTRACT 

In this paper, counting objects techniques are proposed for 

fast pattern matching algorithm based on normalized cross 

correlation and convolution technique which are widely used 

in image processing application. Pattern matching can be used 

to recognize and/or locate specific objects in an image. It is 

one of the emerging areas in computational object counting. 

In this paper, introduces a new pattern matching technique 

called convolution based on pattern matching algorithm. 

Many different pattern matching techniques have been 

developed but more efficient and robust methods are needed. 

The pattern matching algorithm is used to identify the patterns 

similar present in image. With the patterns, identify the 

similarity measures of the given pattern to count the object 

present in the given image. An experimental evaluation is 

carried out to estimate the performance of the proposed 

efficient pattern matching algorithm for remote sensing as 

well as common images in terms of estimation of execution 

times, efficiency and compared the results with an existing 

conventional methods. 
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1. INTRODUCTION 
Pattern matching is a significant job of the prototype detection 

process in today's world for eradicating the structural and 

efficient activities in a given image. Even though the pattern 

matching techniques is normally utilized in information 

processing and computer vision, it can be established in daily 

tasks. Template matching is conceptually a simple process, 

this need to match a template to an image where the template 

pattern is a part of the source image that contains the shape 

inside it. For this, the template image is shifted u-step in the x-

direction and v-step in the y-direction of the image, and then 

the comparison is calculated over the template area of each 

position (u, v). The procedure is repeated for the entire image, 

and the template pattern that led to best match, the peak value, 

is defined to be the point where the shape (given by the 

template) lie within the source image. 

On the other hand, there are already many methods that have 

been proposed for speeding up the process of template 

matching [1], [2], [6], [9], [10]. The standard way of matching 

features between two images is known as pattern matching. 

This approach involves taking a given pattern in one image 

and shifting a template containing the same pattern in another 

image until the best comparison is found. The most common 

and effective way of doing this task is by Normalized Cross 

Correlation (NCC) methods [7], which have a significant 

advantage over standard cross correlation (CC) methods, this 

technique is generally immune to noise and different lighting 

conditions across an image.  Furthermore, the NCC is 

confined in the range between –1.0 and 1.0. So the setting of 

detection threshold value is much easier than the cross 

correlation, But it suffers from high computational complexity 

caused by summations over the entire template and 

computation time increases dramatically as the window size 

of the template gets larger. So we proposed a fast normalized 

correlation coefficient method based on convolution. 

Pattern recognition algorithm in optical camera image 

processing are applied to the remote sensing image because 

the improvement of the spatial resolution of image in today‟s 

world. but there are several different problem faced to remote 

sensing image processing and optical camera image 

processing, 1) the spatial resolution of remote sensing image 

is relatively low although much improved; 2) the remote 

sensing images are acquired images with different viewpoint 

angle, altitude and view field; 3) the SNR of the image is 

relatively low; 4) the object in remote sensing image usually 

has scale, translation and distortion; 5) the ratio of the number 

of object pixel and whole image pixel is quite small. Because 

the object on the earth are quite varying, from a large object to 

a small object, and one object has different appearance on the 

remote sensing image from other object because of different 

view point, view field, view angle and different climate 

condition. Therefore, all above problem result in the poor 

efficiency of template matching algorithm.  

It is a difficult thing to find a similar type of object in a large 

remote sensing image, and it is also a tedious work to search 

the object by matching the object template image to the given 

source image. It is necessary to find the most possible parts in 

which the object exists. This problem can be solved by using 

template matching techniques. In object recognition or pattern 

matching applications, one finds an instance of a small 

reference template in a large scene image by sliding the 

template window in a pixel-by-pixel basis, and computing the 

normalized correlation between them. The template is taken 

from source image with proper orientation.   

On the base of analysis of the conventional methods [4] for 

information extracting from the remote sensing image, a 

method of extraction particular object in remote sensing 

image based on pattern matching method is proposed. The 

method includes three parts: 1) building the template (desired 

pattern is taken from source image); 2) applying correlation 
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method between template and source image; 3) best match to 

show the possible pattern. The methods are applied to several 

high spatial resolution images i.e. finding building; tree and 

vehicles as example object in the image are extracted and 

recognized. Those examples evaluate that the method 

proposed in this paper is effective and accurate. 

Correlation-based methods have been used extensively for a 

variety of applications such as motion analysis [5, 12], object 

recognition [1], face detection [8, 15], printed characters, 

industrial inspections of printed-circuit boards [14], surface-

mounted devices, wafers [3], medical field [11], ceramic tiles 

etc. The conventional normalized correlation method does not 

meet speed requirements for industry applications, so always 

required desirable high speed method for better accuracy. 

Template matching is performed on either bi-level image 

(black and white) or grey level image depends on the 

application.  

2. OBJECTIVE 
Pattern matching techniques is used to count number of 

objects that are present inside the image, where the similar 

pattern is found. This method is applied on remote sensing as 

well as common images. The normalized cross correlation has 

been used extensively for many machine vision applications, 

but the traditional normalized correlation operation does not 

meet speed requirements for time-critical applications. So this 

proposed fast normalized correlation coefficient algorithm 

method is based on convolution, and is efficient for high 

speed application. 

3. EXISTING METHOD 

3.1 Pattern Matching using Normalized 

Cross-correlation 
NCC method is a simple template matching method that 

determines the location of a desired pattern represented by a 

template function, T, inside a two dimensional image function 

I, the template image is scanned across the image forming a 

correlation plane that provides information of where the 

template best matches the image. Highest correlation value 

will indicate the location of the targeted object. To search the 

template in the image ),( yxI of size 
yx mm  pixels where I at 

the intensity ),( yx  
where },...,1{ xmx

 
and },...,1{ ymy . 

Similarly the template ),( yxT  of size 
yx nn   pixels where 

xx mn   and 
yy mn  . NCC is evaluated at every point ),( vu  

for I and T, which has been shifted over the original 

image ),( yxI  by u- steps in the x - direction and v - steps in 

the y - direction. All the NCC coefficients are stored in a 

correlation matrix ),( vu  can be written as:  
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Where }1,...,1{  xx nmu and }1,...,1{  yy nmv and 

)),(( vuI  is the mean value of ),( yxI  within the template T 

shifted by ),( vu steps and can be defined as: 
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Similarly )(T  is the average value of the template image T 

is calculated. The denominator in equation (1) is the variance 

of the zero mean image function )),((),( vuIyxI  and 

shifted zero mean template function )(),( TvyuxT   

due to this normalization, ),( vu  is independent to changes in 

the brightness or contrast of the image. 

For the denominator, which normalized the cross-correlation 

coefficient, at every point ),( vu , 

}1,...,1{  xx nmu and }1,...,1{  yy nmv of the image, 

at which ),( vu is determined, energy of the zero mean image 

is defined as: 
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And the zero mean ),( vuei
of the image within the area of the 

template function )),(( vuI
 

have to be recalculated. The 

energy of the zero mean template function is defined as: 
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And the zero mean ),( vuet
 of the template function 

)(T have to be pre-calculated only once. The value of this 

coefficient ),( vu  (from equation 1) falls into the range [-1.0, 

1.0]; a value of 1.0 corresponds to a perfect match. A 

threshold value has to be decided, a value above this threshold 

will be used to count the number of objects inside the source 

image. 

4. PROPOSED ALGORITHM 

4.1 Pattern Matching using Convolution 
This method includes a simple but fast correlation based 

template matching algorithm. The correlation coefficient 

calculation is implemented with convolution technique. In this 

technique for template matching purpose is only 

considerations on controlling the boundary and selecting 

region of interest on the source image. However, by using 

convolution technique, the template matching speed has been 

accelerated and the computational time has reduced to a 

reasonable value.  

4.1.1 Calculation of the denominator 
To simplify the calculation of the denominator of the 

normalized correlation coefficient (from equation 1), the key 

idea is to use the standard deviation of image function ),( yxI  
and standard deviation of the template function ),( vuT is 

calculated over the template image. The standard deviation of 

the image function can be defined by:   
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And equations used in this model are the double sum 

evaluated over the region of the template which means 
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1 xnuxu  
and 1 ynvyv . The third term of 

the equation (5) is written as: 

22 ]),(
1

[))],(([ 
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Can be simplified as the equation (5) is defined as: 
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Equation (7) is used for calculating the standard deviation of 

the image function over the template is simply multiply and 

divide the 
yx nn   

is written as: 
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So equation (8) defined in term of standard deviation is: 

),(),( vunnvuD iyxi 

                          

(9) 

The standard deviation ),( vui of the image function has to be 

calculated only once by using convolution function, size of 

the function has same as the source image. Similarly the 

standard deviation of the template function can be written as: 







i j yx

yxt
nn

TjiT
nnD

2)](),([ 
         

(10) 

So equation (10) defined in term of standard deviation is: 

tyxt nnD 

                                

 (11) 

Where },...,1{ xni  and },...,1{ ynj  is same as the template 

size; this standard deviation 
t of the template function has to 

be pre-calculated only once. Moreover, both equations (9) and 

(11) have to be used for calculating the correlation coefficient.  

4.1.2 Calculation of the Numerator  
A significantly and more efficient way of calculating the 

correlation coefficient is by computing the numerator of 

Equation (1) via convolution. The algorithm presented in the 

last subsection allows efficient calculation of the denominator. 

The numerator calculation is done by cross correlation of two 

functions (source image and template image) using 

convolution techniques. Therefore, further simplification of 

this calculation is required. The numerator should be written 

as: 

 
x y

vyuxTvuIyxIvuN ),())].,((),([),(  (12) 

Where ),( vyuxT  is a zero mean template function has to 

be defined by: 

)(),(),( TvyuxTvyuxT               (13) 

For simplifying the equation (13) can be written as: 
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Since ),( vyuxT  has zero mean value of the template 

function and thus also their summation is zero, the term 

 
x y

vyuxTvuI ),()),((  is zero as well.  So this 

term can be neglected in equation (14), therefore the 

numerator term can be written as: 
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The numerator term ),( vuN of the equation (15) is calculated 

simply shifted the zeros mean template over the image 

function ),( yxI by u -step in x-direction and v-shift in y-

direction by using convolution, size of this function has same 

as source image. 

Equations (9), (11) and (15) are used to modify the equation 

(1) for normalized correlation coefficient calculation, then the 

approximated correlation coefficient function can be defined 

by: 

ti DvuD

vuN
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Where }1,...,1{  xx nmu and }1,...,1{  yy nmv
 

The template ),( vyuxT   is moved across image ),( yxI  

in ),( vu  plane and the correlation for each point is calculated. 

After complete scanning the related area, the highest 

correlation value representing the location of the target is 

obtained. Thus, position of the targeted pattern is known and 

its will be displayed. The range for the Correlation coefficient 

(from equation 16) ),( vu is confined in the range between    

-1.0 and 1.0. The Value 1.0 to indicate the maximum 

correlation of source image and template image. 

5. EXPERIMENTAL RESULTS 

5.1 Object Counting 
Pattern matching experiments have been tested with several 

images and templates, which can be used for the application 

of finding different types of similar pattern inside the image. 

Many types of images are being used in this experiment where 

each image is different from another i.e. common as well as 

remote sensing images. All images and their template size are 

different because it is dependent on the object size which is 

used for counting purpose. There are some images as shown 

in Figures 1 (b) and 2 (b). In every test image the sub-image 

used as template as shown in figures 1(a) and 2(a), correlation 

graph is also shown in the figures 1(c) and 2(c). 

For each pattern, one template image has to be selected for 

testing. With the given test image, the image has to match 

with the template images and find the most similar pattern 

inside the image and using threshold value find out the 

number of objects. The matching experiment is performed for 

all of the many test images, and the number of objects and 

execution time has been recorded.  

Pattern Search: The normalized correlation method allows 

for stable pattern matching without being affected by ambient 

light. Following pictures show the average brightness of the 

whole image i.e. subtracted from the brightness (gray scale 

data) of each pixel for both the source image and template 

image. This is called normalization, which eliminates the 

difference in the brightness of both whole images. Then, the 
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template image is located at the position where the patterns of 

the reference and input images best match (i.e. highest 

correlation), and the position of the target pattern in the image 

is accurately detected as shown in figure 1(c) and 2(c). 

           

(a) Template  (b) Source image 

 

(c) Correlation graph image 

Figure 1: Common image containing the template pattern 

              

(a) Template            (b) Remote sensing image  

 

                       (c) Correlation graph image 

Figure 2: Remote sensing image containing the template 

pattern

 

Table 1: Counting Object by using NCC and proposed algorithm in images 

Sr. 

no. 

Name of 

Object 

Image 

Size 

Template 

Size 

Actual 

No. 

of 

Object 

NCC 

(Count Object) 

Convolution 

(Count Object) 

Counted 

Object 

Execution 

Time 

(sec) 

Counted 

Object 

Execution 

Time 

(sec) 

1 Car 200x198 27x24 8 8 1.74 8 0.03 

2 
Coin 233x203 44x43 10 10 3.17 10 0.12 

3 Building 267x262 41x48 11 12 3.92 12 0.16 

4 Circle 245x364 24x29 5 5 2.03 5 0.50 

5 Triangle 360x456 53x54 6 5 3.14 5 0.94 

6 Tree 575x305 74x79 17 15 6.06 15 1.13 

7 Car 630x545 45x39 14 14 7.03 14 2.14 

8 Building 756x648 91x87 16 17 9.78 17 3.12 

9 Building 864x708 89x90 13 11 10.05 11 3.22 



 

18 

10 Tree 923x896 72x82 15 16 10.25 16 4.23 

 

Time Efficiency
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Figure 3: Performance comparison of time efficiency in 

NCC and proposed algorithms 
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Figure 4: Performance comparison of counting objects in 

NCC and proposed algorithms 

6. SIMULATED DATA 
To test the speed and accuracy of the convolution method 

versus the proposed method are evaluated, Tables 1 shows the 

CPU execution times and counting object for different image 

object and their size. Figure 3 shows the performance 

comparison of remote sensing and common images which is 

indicated that the proposed method has high speed of 

execution over conventional method. Figure 4 shows the 

graph between numbers of objects which are counted from 

both methods and serial number of objects which indicates 

that proposed and conventional method has same result with 

good accuracy.  All simulations were done on Matlab using an 

AMD Phenom (tm) II X3 720 processor desktop with 2.80 

GHz CPU and 1.75 GB of RAM. 

The features for representing the object are varying because 

there are so many different objects. Recognizing different 

objects from remote sensing image can‟t get a good result 

because of each object has different scale, rotation and 

illumination. But this can get a good distinction on counting 

objects just by proper thresholding, avoiding the difficulty of 

extracting the features and complexity of the correlating 

computation for searching those features in the input image 

7. CONCLUSION 
This paper describes novel pattern matching algorithm, called 

NCC and Convolution which is to identify the feature spaces 

of the object present based on its similarity measure. The 

experimental results indicate that, both algorithms have same 

result with better accuracy and the proposed method has 

greater speed as compared to conventional method, so this 

method can be used for high speed industrial application. It is 

very simple and straight approach for finding the multiple 

patterns from a given image. 

But, this template matching method quickly fails by influence 

of disturbance, such as with illumination changes, and rotation 

of the object. For example, a circumstance where template 

matching can fail is when real world image objects sometimes 

have different appearance because of acquisition in outdoor 

settings affected by the changes in sun location and cloud 

cover etc. 

8. FUTURE SCOPE 
This paper investigates the pattern matching algorithm to 

identify the feature spaces of the object present based on its 

similarity measures. A unique in its kind, this is the first 

different approach proposed to speed up the process of robust 

template matching. The method proposed in this paper gives 

useful scenario for solving this type of problem. These 

methods will be very helpful for pattern based classification 

and pattern based analysis in an image.  
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