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ABSTRACT 

Segmentation is the classification of the input colored image 

into skin and non-skin pixels based on skin color information. 

A wide range of applications that require the segmentation 

process as a preprocessing operation such as computer vision, 

face/ hand detection and recognition, medical image analysis, 

and pattern recognition. Color information is one of the 

simple cues used for detecting skin color, and the use of 

proper color space to represent color information of an image 

is a crucial decision. In this literature different segmentation 

techniques are presented, examples and comparison between 

the main three based segmentation techniques are given as 

well. Skin color modeling based statistical model is explained 

in detail, with discussion the combination with different 

segmentation techniques. The selection of appropriate 

segmentation method depends on the application and system 

environments. The performance of any segmentation 

algorithm is quantified using some benchmarking such as 

recall and precision coefficients, or by calculating the 

percentage of correct and false detection rates according to the 

complexion of the technique used.  

General Terms 

Segmentation Algorithms, Pattern Classification, Clustering. 

Keywords 

Color Image Segmentation, Color Space, Pixel Based 

Segmentation, Edge Based Segmentation, Region Based 

Segmentation, Gaussian Mixture Model. 

1. INTRODUCTION 
Image segmentation is the process of partitioning an image 

into understandable non overlapping regions [1]. The purpose 

of the segmentation is to separate/divide/partition the image 

into significant meaningful regions representation which 

simplifies and easy the analysis of the image [2] with 

considering to a specific image application [1]. The resulted 

segmented regions should achieve two main characteristics 

those are  similarity (homogeneity) and connectivity [3] and 

adjacent regions have different properties [2], the 

homogeneity property satisfied when the pixels within same 

region share attributes such as; color, intensity, size, shape 

[3][4], and textural information [3][4], and the region assumed 

to be connected if for any two adjacent pixels there is a 

connected path [3][5] exists within the whole region [3][5]. 

The threshold value can be determined by the resulted 

connectivity degree of any two adjacent pixels [6]. There two 

types of connectivity in a region; 4-connectivity, if the 

laterally for adjacent pixels are only considered to connect [5], 

and 8-connectvity if the diagonal adjacent pixels are 

connected [7][5].  

The skin segmentation for color images is a crucial step for 

variety of applications [8] such as machine vision [6], human 

computer interaction, pattern recognition, image compression 

[9], traffic control system [6], video surveillance, etc. [8]. 

Hand segmentation is one of the basis key technologies [10] 

for gesture recognition and based on complexion 

segmentation accordingly [10]. One of the commonly helpful 

cues for hands and faces segmenting are skin color [11][12]  

and background subtraction [13], since human skin is 

consistent and different from other objects [12] which produce 

good results under well constrained environments [14][11]. 

The problems of hand skin segmentation can be counted in 

some factors which are; variant illumination, low video 

quality [13], and intricate background [13].  

For segmented the tracking hand two aspects are required; 

shape and motion [15] motion and shape modeling used with 

noisy environments [16]. Two different methods for tracking 

as mentioned in [15] in each frame the hand pose processed 

separately, and there is no need for any tracking information 

[15], and the second method use the tracking information 

[15]. Some tools such as particle filter [16], Kalman filter, and 

HMM can be used in such methods, however this method 

required initialization hand location for starting the tracking 

[15][16]. The low level segmentation problem [16] is referred 

by engineering [16] the setup of the processed image and in 

order to simplify the segmentation process; colored gloves, 

and restricted environment can be imposed to achieve that 

purpose [16]. Vision based methods depend on some 

characteristics like skin color and motion, still these methods 

affected by variance of illumination factor [16]. 

However, perfect segmentation is hardly to achieve since the 

overlapping of skin colors with the complex background [10] 

will continue to the subsequent steps in gesture recognition 

[16], because of that, the database should be built for 

simplifying this objective as done in [17] whose built the first 

database for skin color (the Compaq database), furthermore, 

other review studies about segmentation can be found in 

[4][18][19] [20].  

This paper is organized as follows. Section 2 provides a 

summary of color space representations section 3 introduces 



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  
Foundation of Computer Science FCS, New York, USA 
Volume  5,  No. 10, August 2013 – www.ijais.org 

 

25 

Skin color based model. Section 3 presents segmentation 

techniques. Section 4 presents a classification of segmentation 

methods, Section 5 explained Gaussian model classifier. 

Benchmarking of segmentation performance evaluation is 

given in Section 6, and other segmentation techniques are 

explained Section 7, and Finally conclusions are concluded in 

Section 8.  

2. COLOR SPACE REPRESENTATIONS  
For colored image processing; several color spaces are 

commonly applied [18].  Any image acquired by a digital 

camera(s) or video is decoded by RGB color model [20] 

which is the most common color space, where the components 

of each color pixel are defined by red, green, and blue [18] in 

an orthogonal Cartesian space [18] according to tristimulus 

theory [20] where the three bands form the human visual 

system [18]. Color models that depend on human color 

perception are various [20]. Many color models based on 

human color, HSV color model one of these models, Munsell 

has been used by most of them [20].   

Numerous color spaces with different characteristics are used 

for skin color segmentation [21][12],and  most of them share 

same properties [21].  

The main four commonly used are RGB, HSV (and similar 

HSI and HSL), YCbCr (with similar YIQ and YUV, YES), 

and CIE Lab (and CIE Luv) [22][21]. RGB color space 

defines the primary colors in three channels, red, green, and 

blue [12]. The high correlation between these channels [12] 

leads to a luminance sensitivity color space, and provides 

RGB color space with different properties for any lighting 

condition changes [12]. For this reason other color spaces 

have been used for skin detection purposes [12].  HSI is an 

expensive transformation [23][12] particularly for images 

with high resolution [12], however it can be stored beforehand 

in a look-up table [12][23]. This provides easily retrieving for 

HSI values [12] and increase processing velocity [23]. In 

some cases the channel that affected with the illumination is 

discarded [12], such color spaces named normalized color 

models such as the normalized-rg, and HS color models which 

use only the chrominance components of the color model and 

neglect the illumination component, to reduce the light 

sensitivity [22]. This simplified color spaces are easily 

calculated, more compact in representation [12], robust to 

lighting change conditions [12], and the invariant at uniform 

scaling of RGB [20].  

However a recent study [21] analyzed the affected of skin 

segmentation techniques on different color model by 

investigating two characteristics; the choice of proper color 

space and the use of chrominance components [21] used four 

popular representative color spaces RGB, HSV, YCbCr, and 

CIE Lab. Converting RGB to HSV and CIE Lab needs 

nonlinear transformation while between RGB to YCbCr is 

linear [21] transformation, and infers that the color model 

used in classification of skin color depends on image format 

employed and successive steps for image processing applied 

[21]. For more details about color space transformations refer 

to [24]. 

3. SKIN COLOR BASED MODEL  
Many approaches where proposed for region based 

segmentation on skin color modeling [12]. Segmentation 

based skin color are preferred since it is invariant to rotation 

[25], scaling [25], besides its simplicity and ease to implement 

[25]. The selection of efficient skin color modeling depends 

on particular application and the effective color model proper 

for that application [12]. Some scientists focus on statistical 

methods such as Gaussian mixture model (GMM) which is a 

statistical method [17] base on parametric estimation of skin 

color [26][12][22][21], others used non-parametric statistical 

modeling [47] such as histogram based-modeling 

[27][12][17]. In skin color classification process; the pixel is 

classified as a skin pixel or non-skin pixel based on extracted 

skin color [21], since the skin color is effected by lighting 

changes, the selection of a color model that separate 

illumination components from chrominance components [25] 

provides an efficient segmentation process.   

Some researches use pixel chrominance or normalized color 

model to produce a system that is robust against lighting 

perturbations by discarding the brightness value [28][21][29]. 

Since human skin color might interfere with other skin color 

in the image or with the complex background; some 

assumptions are made to the environment or the user [30] for 

robust segmentation based on skin color [29]. Some 

researches overcome this problem by using special gloves 

such as instrumented gloves, color gloves or magnetic 

markers [11][7][30] to directly measure hand position [31], 

shape/pose [11][32], location [11][31], and joint angles 

[32][31]. These devices hitherto obstacle the naturalness and 

ease of the system. Some researches avoided these difficulties 

and used range images [30] or depth information that acquired 

using special kind of camera like Time-of-Flight ToF camera 

[12]. Object’s depth data can be captured by this ToF camera 

in the prospect for each point (pixel) at high frame rate [6][12] 

and uses infrared light to measure the distance of the object 

[12] which is provided with illumination invariant [12] and 

color invariant [12] properties. Range 5 to 15 mm for depth 

resolution besides range 0.5 to 3 meters for distance [12]. The 

3D Time-of-Flight (ToF) sensors became more popular 

recently in human computer interaction (HCI) field since it 

supplied a gray level image with range information about each 

pixel more preferable than ToF camera [30]. 

4. IMAGE SEGMENTATION 
The goal of image processing operations is to produce better 

classification of regions of interest by spotting proper features 

that can be recognize from other image regions and 

background [43]. For any image segmentation process two 

characteristics are applied for guiding the classification 

procedure [15][68]: 

1- Discontinuity: Searches for sharp change in the image 

intensity to detect the edges of a specific object.  

2- Similarity: Searches for similar values (color values) 

between neighbor pixels to join specific image regions.   

The resultant of performing segmentation operation is a 

partitioned image into regions, the similarity measure form 

each region and the discontinuity measure separate between 

them [43]. 

4.1 Formal Description 
The formal definition of the segmentation problem can be 

demonstrated in the following form [18][58][45]. The image I 

is partitioned into a set of m regions     , i= 1… m, which 

defined as a set of homogenous pixels of the region   , and a 

logical predicate P (R) defined for all R pixels, which must be 

true for all R pixels and false for other regions pixels.  
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 Complete:                     

 Disjoint subsets:               

 Uniform regions:                

 Maximal regions:                       

4.2 Classification of Segmentation Methods 
Segmentation methods classified into four kinds, and the 

selection of the proper method depends on the specific 

application and working environments. These methods are: 

pixel, edge, region, and model based segmentation. In the 

following subsections, types of segmentations based 

techniques are briefly introduced. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2.1 Pixel Based Segmentation 
Point based or pixel based segmentation, also known as 

thresholding [44] is the simplest approach for segmenting 

images [43], depending on gray-level values to segment 

image pixels [45]. For skin color classification several 

algorithms have been suggested [21], which include Bayesian 

classifier [2][46], piecewise linear classifiers [8], histogram 

based thresholding [44][18][20], histogram [27], fuzzy 

clustering [20],Gaussian classifiers [14][10][40][39][12][22] 

[41], Neural Networks (NNs) [36][18][47][48][49], Genetic 

algorithms (GA) [50], and Hidden Markov Model (HMM) 

[16].    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Input device, background type, and domain application of some discussed methods.  

Reference Input device Type of background Application domain 
[7] Webcam/ data glove cluttered Gesture recognition 

[14] PC camera Complex Face recognition 

[16] Video/ colored glove complex Gesture recognition 

[21] 
Digital camera/web 

images 
Complex 

Skin segmenting using 

color pixel classification 

[22] Single camera complex Face detection 

[25] Single camera Plain/ uniform Hand gesture recognition 

[29] 
digital camera, with a 

sensor 
Uniform Hand gesture recognition 

[30] 
3D Time-of-Flight ToF 

camera 
Simple / complex Hand segmentation 

[31] Webcam Uniform 
ASL American sign 

language 

[32] Webcam - Analysis gestures features 

[33] 

Two image capture cards 

at a resolution of 

320×240 

cluttered 
3D pointing gesture for 

HCI 

[34] Single camera Uniform - 

[35] Video camera Cluttered 
Piano hand and finger 

detection 

[36] 
2,3 cameras, and a frame- 

grabber 
- Gesture recognition 

[37] Single camera Complex 
Janken (Japanese finger 

guessing game) 

[38] 
Twin camera and 

projection table 
Uniform Visual gesture interfaces 

[39] video Uniform Gesture recognition 

[40] 
Video bumblebee stereo 

camera system 
complex 

Recognize and isolate 

Arabic numbers (0 - 9) 

[41] 
Web (Michigon face 

database) 
Complex/ black 

Application human skin 

color in images 

[42] Uniform Simple 
Segmenting simple images 

nor real images 
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a) Bayesian Classifier with Histogram Technique 
One of the techniques that are used in statistical pattern 

classification is Bayesian decision rule [21][46]. In this 

decision rule, the color pixel   is considered as a skin pixel 

according to the following equation: 

         

            
                               (1) 

 

Where           represents the pdf of skin colors, 

             represents the pdf non-skin colors and   

represents the threshold value. According to the probabilities 

of skin and non-skin, and classification costs, the value of   is 

computed; however the value of   is finalized empirically 

[21]. [2] applied Bayesian rule to assign a probability to 

decide the belonging elements in the clustered image. [17] 

applied histogram technique with Bayesian classifier for skin 

detection process.  

b)  Piecewise Linear Classifiers 
Piecewise linear classifiers classified as non-parametric 

method [51] that divides skin and non-skin colors using a 

piecewise linear decision boundary [28]. It is also known as 

“explicit skin cluster” classifier which defines clearly the 

boundaries of clusters in properly selected color space [8]. [8] 

Suggested a set of fixed thresholds in six color spaces YCbCr, 

RGB, HSV1, HSV2, HSI, and rgb, using piecewise linear 

classifier and use genetic algorithm to decide the boundaries 

of these six classifiers [8]. 

c) Gaussian Classifiers 
Gaussian classifier has been used for modeling pixels 

distribution in colored images [12], the conditional-pdf of 

different class of the skin color feature vector is approximated 

using parametric form [52][21], which can be modeled as a 

combination of pdf s multivariate Gaussian, the general form 

[52][21]:  

     
 

    
 
       

   
  

 
                          (2) 

Where   represents the d-components of the feature vector,   

represents the mean of each feature,   represents the 

covariance matrix d-by-d, and | | represents the determinant. 

Its main property is the ability to capture and model the data 

on the dimensions of the feature vector [52]. Fig 1 shows the 

1D and 2D Gaussian model. For mixture of K Gaussians the 

probability is defined as:   

         
 
                               (3) 

 

Where    is the weight of the     Gaussian model. 

                        
               (4) 

 

A                                                      B 
Fig 1: Data representation in Gaussian model in 1D and 

2D respectively [53]. 

A lot of authors proposed the use of Gaussian model for 

image segmenting, either using unimodal Gaussian (GM) [22] 

or a mixture of Gaussians (MoG) or GMM [12][22]. 

Expectation maximization EM algorithm [54][26][28] usually 

used to estimate Gaussian parameters, and K-mean clustering 

algorithm for parameters initialization [12]. [26] applied two 

bidimensional Gaussians with parameters (Mean, variance) 

and EM for parameters estimating, for segmenting images 

using chrominance components of YPbPr color space.   

d)    Neural Network 
For any artificial system application, some aspects should be 

considered; 1) System robustness against noise and 

imperfection environments, 2) Simulate the human 

information, 3) and finally real time output application system 

[55]. NNs tried to achieve these aims [55]. Neural networks 

have a huge connected processors working in parallel 

[55][56]. Several researches [47][48][49] have proposed the 

use of NNs in segmenting image [55]. self-organizing map 

(SOM) and multilayer perceptron (MLP) which is feed-

forward neural network (classified as nonlinear model [51]) 

have been used widely in classification, compression, and 

regression [46][21][55]. [48] classified the image using self-

organizing map (SOM) using HSL color space with 

considering only chrominance components hue and saturation, 

and ignoring the luminance component. [49] applied SOM 

algorithm on medical images, empirically discovered that 

increasing network neuron numbers will improve the 

performance of segmentation process [49]. 

4.2.2 Edge-Based Segmentation 
Edge-base or boundary-based segmentation methods [57] 

commonly refer to segmenting an image based on the edges 

among regions [18][9], by searching for edge pixels and 

connect them to form image contours [45]. However for 

applying such methods two approaches are founded [44]; 

manually, by using the mouse to draw lines that represent 

image boundaries among regions, and automatically, by 

implementing some edge detection filters [44][9], where the 

pixels classified into edge or non-edge according to the filter 

output result [44].  Examples of some edge detection filters 

are: canny edge detector [57], Prewitt's filter [44], Laplacian 

of Gaussian filter [44], global processing edge based method 

(Hough Transform) [45], Sobel edge detector [26], watershed 

segmentation algorithm [9]. 

a) Canny Edge Detector 
Canny edge detector defined as the standard benchmark for 

comparing with other edge detection methods [57], canny 

detector algorithm consists of four steps as mentioned in [57]: 

(1) uses Gaussian convolution to blur the image and reduce 

noise effects, (2) uses sobel operator and find the 2D spatial 

gradient to determine the edge directions and strength, (3) 

uses edge direction to search along the edges and suppress any 

non-edge pixels, and (4) eliminates the broken edges using 

two high and low thresholds [57], pixels above the high 

threshold are edge pixels and between the high and low 

thresholds which are adjacent to the edge is considered as 

edge pixels also. However canny can find pixels near the 

edge, but less in finding the exact edges [57].   

b) Laplacian of Gaussian Filter 
The Laplacian filter is a derivative filter applied to find the 

regions of rapid intensity change [68][67]in an image to detect 

the edges [68][69].  Since Laplacian filter is a derivative filter, 

it is usually applied to images that have smoothed using some 

filters (such as a Gaussian smoothing filter) to minimize the 
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noise sensitivity [68][69]. The filters procedure normally 

carried out on a gray level image and produce new edged gray 

level image [69]. 

c) Watershed Segmentation Algorithm  
Watershed segmentation algorithm considered as a hybrid 

method between edge-based and region-based segmentation 

[44]. The aim of watershed segmentation algorithm is to 

discover the “watershed lines” [9] in the input image to 

segment the prominent regions [9]. The basic idea of the 

watershed algorithm can be explained as flooding water 

process in the topographic surface, streaming form the lowest 

basin to the highest peak [9][20], the water move through 

holes and flood the surface [45]. To prevent merging of two 

different basins a dam is constructed, so that finally the 

boundaries of connected dam considered as the watershed 

edges [45]. The main advantage of this method is the 

continuity of region’s boundaries, however the resultant 

segmented image suffer from over-segmented regions and it is 

time-consuming as well [9]. 

4.2.3 Region-Based Segmentation 
Region-based segmentation partitions an image into regions 

or groups of similar pixel depending on some properties [58]. 

Its principle depends on the idea that neighboring pixels 

within the same region have same value [9]. This idea can be 

implemented by comparing each pixel with its neighbors in a 

particular region [9], and according to the crucial similarity 

condition the pixel is decided to belong to a specific region 

[9]. In the segmentation process feature image is used instead 

of original input image, the feature image is represented with 

small neighborhoods which forms a regions [43]. Region-

based segmentation technique required the use of proper 

thresholding methods [57], and the noise has great impact on 

the output result [9]. Some skin classification methods based 

region based are: region growing, region splitting, region 

merging [20], split and merge [20], NNs [18]. 

a) Region growing Techniques 
In these methods, uniform or homogenous regions (seeds) of 

an image are obtained using growth techniques [20][18], to 

join the surrounding neighborhoods together and recognize 

this region from other regions [20]. The idea behind the 

growth process begins from a preselected pixel (seed) [18], 

gradually agglomerates pixels that achieve homogeneity 

characteristic between the joined pixels, this operation stops 

when number of points that can be added to the region is 

zero[18]. 

b) Split-and-merge Techniques 
These methods are the inverse to region growing techniques 

in which it starts from inhomogeneous image classification 

and continue splits the image into subdivided regions until 

homogeneous regions are obtained by applying some data 

structure algorithms [18]. The merging process joined the 

neighboring regions to achieve homogeneity demands [18] on 

a uniform image region [18][ 20].   

4.2.4 Model-Based Segmentation 
Model-based segmentation methods required more 

information about the image (more than the local 

neighborhood information [43]) such as objects geometrical 

shape [43] or the repetitive form geometry [6] of a specific 

region of interest [43]. This method demands (1) to register 

the training sample, (2) to represent the probability of the 

registered samples, and (3) finally inference between the 

model and the image statistically [6]. However model-based 

methods can be implemented if the exact object shape is 

known in the image [43]. Examples of model based 

segmentation are: Gaussian model, Decoder-guided systems 

could be considered as model-based segmentation as well [6]. 

Fig 2 explains the taxonomy of segmentation techniques, and 

Fig 3 shows examples of segmentation methods. 

5. PREPROCESSING STEPS 
Image preprocessing steps are required to achieve an efficient 

segmentation method. Smoothing the image is one of the 

needed operations to complete the segmenting process and 

reduce noise affect as well. [37] applied 5x5 pixel edge 

smoothing filter, then the smoothed image is binarized using 

Otsu’s thresholding method [37]. [35] used median filter for 

smoothing the image.  

Other methods used image restoration techniques [63] under 

the continuum and discrete derivatives filters to remove image 

noise which are: isotropic and anisotropic filters. Isotropic 

filter removes the noise form the image and the Anisotropic 

filtering filter improves image quality on scene surfaces that 

have oblique angles [63]. 

In [31], they  applied canny edge detection filter after resizing 

the image into 80x64, where canny filter achieve better results 

than sobel edge filter [31], however canny filter produces 

more details than required, for this problem thresholding 

technique applied to overcome such cases [31].  

Morphological operations are applied in some researches 

[7][35][14] to remove some errors[40], and get rid of 

unwanted details [2]. [7] applied opening operation followed 

by morphological closure process. Also [61] performed open 

and close morphology operations to remove speckle noise and 

small false blob, while [35] applied morphological dilation, 

[14] used morphological dilation and erosion operations to 

extract skin pixel [14]. [2][40] used morphological operations 

as a preprocessing methods for errors removing.   

6. GAUSSIAN MODEL CLASSIFIER 
Since the distribution of skin and non-skin pixels is unimodal 

[51]. GMM provides acceptable results with minimum set of 

training data [12], requires low storage system [12], and 

usually used to train skin pixels [12]. When modeling the 

distribution using GMM, two important aspects are required: 

parameters estimating and the number of mixture component 

[51].  

6.1 Initial values for Gaussian 

The initial values for Gaussian classifier parameters are mean, 

variance and weight [61]. They can be calculated in two ways, 

either manually or using particular algorithm. K-means 

algorithm usually used to set the initial parameters of GMM 

[40][51]. 

6.2 Estimating Parameters 
For estimating GMM parameter values usually EX algorithm 

is used [51][17][40][41], EM algorithm is used to estimate the 

parameter’s maximum likelihood which are mean vector, 

covariance matrix and mixture weight of image skin pixels 

[40]. 
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Segmentation Techniques 

Pixel-Base  

HMMs  

GAs  

NNs  

Gaussian 
classifiers  

Fuzzy K-
means 

clustering 

Piecewise 
linear classifier 

Bayesian 
classifier  

Histogram 
based 

thresholding  

Edge-Based 

Laplacian of 
Gaussian 

Prewitt's filter  

Canny edge 
detector 

Watersheds 
regions 

Wavelet  

Hough 
transform 

Region-Based 

NNs 

Split-and-
Merge 

techniques 

Region 
growing 

techniques 

Region 
splitting 

Region 
merging 

Model-Based 

Gaussian 
model 

Decoder-
guided system 

Fig 2: The general segmentation based techniques. 

 

 

 

 (a), (c), and (e) are the original images, (b) pixel based–thresholding- segmentation result [6], (d) Edge-based segmentation result 

[60], and (f) region Segmented Image [57].  

Fig 3: Segmentation based techniques. 

 

a  b  c 

d  e  f 
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Table 2: Comparison between the main three based segmentation techniques [59][45]. 

Type 
Pixel-Based 

Segmentation 
Edge-Based Segmentation Region-Based Segmentation 

Method 

description  

The simplest method for 

segmenting image 

depending on 

thresholding value. 

Segmenting an input image 

using edges (boundaries) 

between image regions  

Segmenting an input image by 

partitioning it into regions (coherent 

regions) with similar characteristics 

which represent objects 

Computations  Computations based on 

pixel values  

Computations for Segmenting 

an image based on pixel 

differences. 

Computations for Segmenting an image 

based on pixel similarities.  

Boundaries  
- 

Boundaries not necessarily to 

be closed. 

Boundaries should be closed 

Multi-spectral 

images - 

No enhancement in 

segmentation is detected for 

multi-spectral images.  

Multi-spectral images enhance the 

segmentation. 

Disconnected 

regions - 

Easily deals with gaps 

produced by occlusion. (for 

example Hough transform). 

Difficult to find objects that extended to 

multiple disconnected regions.  

Region 

membership 

Decisions 
- 

Decisions about edges are more 

affordable and applicable than 

regions based methods. 

Decisions about region membership are 

often more difficult than applying edge 

detectors.  

Partitioning 

regions 

- 

Threshold dependent. For a 

high threshold, the objects will 

be overlapped and mixed, and 

for a low threshold, over 

segmented might arise.  

If the image partitioned into over 

segmented regions which is smaller than 

the actual regions required, or 

segmented into wide regions larger than 

the required objects, multiple objects 

might be crossed and passed over other 

objects boundaries. Tradeoff is required 

Robustness  

- 

Less robust since there is not 

enough information available 

for edge detection methods. 

Robust than edge methods since regions 

contain many pixels in a specific domain 

with information characterizes that 

region, texture can be used to detect 

regions as well. 

Noise images 

- 

Inefficient results obtained 

from images with noise, smooth 

transitions, low contrast, and 

occlusions.  

Easy to find regions in noise images, 

where region growing techniques are 

good in this field.  

Combining  

methods -  

Better results when combined 

with region based for example 

watersheds region algorithm 

Better results when combined with edge 

based for example watersheds region 

algorithm 

Techniques  Bayesian classifiers, piece 

wise, Gaussian models, 

thresholding, Histogram 

thresholding, NNs, GAs, 

HMMs.   

Canny edge detector, Laplacian 

of Gaussian edge filter, Hough 

transform, Prewitt's filter 

Region growing, Split and merge, region 

splitting, region merging, NNs. 
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6.3 Number of Mixture Component 
The number of Gaussian mixture component can be decided 

in two ways: either empirically by the user or determined 

using optimization criteria [51]. Empirically, for example, k=5 

in [28], k = 4 in [40], k=2 in [41] k=10 in [42], while [51] 

applied Minimum Description Length MDL algorithm to 

determine the k component.  

 

6.4 Methods used Gaussian Classifiers  

Various methods used GM and GMM, [10] Combines two 

complexion models by using Gaussian distribution in the 

YCbCr space and Nrg space, and a background model to 

perform robust segmentation method. For finding the 

complexion sampling, mean value and covariance matrix are 

produced using Gaussian model maximum likelihood 

estimation. Using YCbCr color space only produced an 

overlapping of skin likely complexion regions [10], so the Nrg 

space solved this problem using the following condition: 

 

 

                                        (5) 

 

 
 

Against any environment changes the system can easily 

updates the background model with the new requirements 

[10]. If         and   
     are the expected value and the 

variance of color distribution at time   of point   , and 

      is the color value at time   of point   . Then the 

       and   
     at time     is:  

 

 

         (6) 

 

In [40] they applied skin segmentation using GMM over 

YCbCr color space, and modeling the skin pixel using K-

means clustering algorithm to initial mean vector and 

covariance matrix, and  used EM algorithm to estimate the 

maximum likelihood of the parameters (Mean, covariance 

matrix and mixture weight) [40].  The system trained with 200 

video samples and tested with 98 video samples. In [23] 

combination of GMM and histogram-based methods to locate 

the hands, where GMM used for offline training system, and 

the histogram used for online in real system [23] since the 

former is sensitive to changes in lightings or users, the second 

method used to overcome these obstacles [23]. For offline 

training the GMM are used to model the skin distribution 

using r-g color space and online testing used HS color model. 

HSI color space registered an efficient performance with 

histogram classifier, but its transformation is highly 

computational cost. To solve this problem a look-up table 

(LUT) is used to store the beforehand HSI values and increase 

the system velocity [23]. After the segmenting, some post 

processing filters are applied such as median filter to remove 

the noise and filter-based size to discard any unwanted objects 

except the hand and the face [23]. [12] Segmented the hand 

object using combination of skin color based model and depth 

information of the ToF camera [12].  [12] Applied the same 

system performed in [23] for skin color detection which 

combine the GMM and the histogram based Bayes model for 

offline training and online testing system. 

[51] applied GMM to estimate the probability density function 

(pdf) of human skin color. K-means algorithm used to 

determine the initial parameters configuration and EM 

algorithm used to estimate the parameters, and the number of 

parameters decided using Minimum Description Length 

(MDL) algorithm. The GMM applied on three different color 

models which are YES, chromatic space and log-opponent, 

for the YES color model only the E channel is used to reduce 

interference between skin and non-skin pixel data [51]. The 

number of samples used for training was 144 colored images, 

with 15,345 skin pixels (in 42 images) and 83,353 non-skin 

pixels (in 102 images), and for testing was 60 different 

colored images, with  13,345 skin pixels and 28,669 non-skin 

pixels. [62] used GMM for modeling face color distribution 

over HS space, and EM algorithm used to learning a GMM by 

generating maximum likelihood algorithm [62]. However 

GMM is used for dynamic face tracking as well by estimating 

the object (face) position and the bounding box size around 

the object [62], the box used to focus the processing on the 

selected area [62]. The position and the size of the box are 

computed by calculating the mean             and 

standard deviation            of the local color 

probability distribution [62] in the box bounding that is 

centered      at time   in the image [62], and the 

dimensions of the bounding box are scaled to determine the 

dimensions of the searching box at time t-1 [62]. [21] 

compared the performance of three classifiers: GM and 

GMM, histogram based Bayesian classifier and Neural 

Network NN, and discovered that the latter two classifiers 

have better performance than the former (GM and GMM), 

with number of samples for training was 2500 images with 

116.6 million for skin pixels and 564.1 million for non-skin 

pixels, and for testing was 1500 images with 92.8 million skin 

pixels and 337.7 million for non-skin pixels. [42] presented 

GMM with the modified EM algorithm named EM-MAP 

(Expectation Maximization-Maximum a Posterior) algorithm. 

The EM-MAP algorithm is a pixel labeling method that 

assigns each segmented object with different kinds of labels. 

The proposed algorithm uses Bayes rule and a sequence of 

prior’s probability followed by sequence of posterior 

probability until it reach to a convergence. However the 

proposed EM-MAP algorithm has some problems in deciding 

the required prior parameters such as: 1) number of classes, 2) 

weights, 3) means, 4) and variances. Practically these 

parameters are estimated by representing the histogram of the 

required image which will provide the initial values of the 

parameters, however the resultant information have maximum 

entropy as well [42]. When the EM-MAP algorithm 

convergence after some iterations, stability in entropy 

posterior probability is achieved [42]. Although the suggested 

algorithm above is suitable for simple images, but it is not 

applicable on real images where the segmented image relies 

on modeling the features [42]. Table 3 lists some details about 

Gaussian model used in various segmentation systems. 
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Table 3: Methods Applied Gaussian Model. 

Reference 
Gaussian   

Type 
Color Model 

Number of 

Samples 

Initial Configuration 

of Gaussian 

Parameters 

Estimate the 

Maximum Likelihood 

of Parameters 
[10] Gaussian 

distribution 

YCbCr space. and Nrg 

space with the 

background model 

20 samples are 

identified 

 

- Maximum Likelihood 

Estimation (MLE)  

[40] GMM YCbCr space. 

 

20 samples for 

training, and 10 for 

testing 

K-means clustering 

algorithm 

 

EM algorithm  

[51] GMM Normalized CbCr, Yes, 

log-opponent color 

space 

144 images for 

training data, and 60 

images for testing 

K-means clustering 

algorithm 

EM algorithm  

[23] GMM and 

histogram based 

Bayes method  

HS and rg color spaces 100 samples for 

training, and 

400 for validation 

- - 

[12] GMM and 

histogram based 

Bayes method 

with depth 

information  

HS and rg color spaces N/A 

- - 

[62] GMM HS space Number of training 

images per person 

from 21to 60, and 

for testing from 21 

to 53 

- EM algorithm  

[28] GMM HS space 163 for training, 163 

test images 

Estimated from training 

data 
Restricted EM 

[42] GMM RGB space Simple images Histogram based method EM algorithm 

 

 

 

 
 a, b) GMM and Histogram based Bayes methods [23]. c, d, e) GMM and Histogram based Bayes methods combined with depth information 

[12]. f, g) GMM model [51]. h, i) GMM with two complexion models YCbCr space and Nrg space, with a background model [10]. j) The 

input image, k) The histogram of input image, and l ) the labeled image after 23 times iteration [42]. 

Fig 4: Examples of Gaussian Model implementation. 

a b c d e 

f g h i 

j k l 
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7.  BENCHMARKING 

SEGMENTATION PERFORMANCE 

EVALUATION 
An essential concept in verifying a specified algorithm for any 

application is the performance evaluation [63]. For evaluating 

the performance of a particular segmentation technique 

several benchmarks are proposed by the researchers [6]. 

Recall and precision measure [8][64][68][65] are used to 

quantify skin detection method performance [8], and usually 

used for video segmentation [65]. 

        
        

                 
                    (7) 

 

           
        

                
                  (8) 

 

Where          represents the number of skin pixels that 

correctly detected,         represents the number of skin 

pixels that are missed, and        represents the number of 

skin pixels that falsely detected [65]. Any detection method 

considered efficient if high recall and precision scores are 

achieved [8]. In [65] the recall value was 93.2% and precision 

value was 91.6% for video sequence of human detection. [8] 

adopted a weighted Recall and Precision scores using the 

fitness function of genetic algorithm to evaluate the 

boundaries of skin clusters for six skin classifiers, the weights 

have been selected for acceptable tradeoff between the scores 

or for either high Recall or high Precision [8].  

        
                

                     
              (9) 

 

And         are the weighted coefficients, and assigned the 

value            =0.8 for high Recall,            =0.2 

for high Precision, and    =0.5 for tradeoff measure 

between the two scores [8].  

[63] evaluated the performance of topological derivative 

based segmentation using other performance evaluation 

benchmarking which is Mean Square Error (MSE) and Peak 

Signal to Noise Ratio (PSNR) difference and iteration for 

further evaluation effort, and each input image has different 

evaluation performance [63]. While [39] applied three metrics 

for evaluation system performance, Correct Detection Rate ( 

CDR ), False Detection Rate ( FDR ), and overall 

Classification Rate ( CR ) for Support Vector Machine (SVM) 

active learning which are incorporated with  region 

segmentation [39]: 

CR: 
  

      
    

  
                      (10) 

 

Where    represents the number of skin pixels that are 

detected using the suggested algorithm and ground truth (the 

ground truth samples usually segmented manually),   
  

represents the number of skin pixels that are detected using 

the suggested algorithm,   
  represents the number of skin 

pixels that are detected using the ground truth [39].  

The term ground truth stands for information and facts that are 

collected from real location at the same time when testing the 

system information [6], it is commonly considered more 

accurate than the tested proposed system [6]. In [39] the 

ground truth constructed by randomly chose 240 frames from 

eight video sequences, and two students manually segmented 

skin pixels [39].  

The proposed model achieves 86.34 % for CDR, 0.96 for 

FDR, and 76.77 for CR. Other researches used experimental 

results and comparisons [12] to evaluate the performance of 

their suggested skin detection methods [33][29][25][27][30]. 

8. OTHER SEGMENTATION 

TECHNIQUES 
Besides the above mentioned approaches, various methods 

have been applied for segmenting colored images using 

different segmentation methods [16][39][30][14]. Some 

researches used color based analysis to detect skin color 

pixels by transforming to other color spaces, to ease the 

segmentation problem and overcome some environments 

affects [29][25][38]. In [29] normalized r-g color model 

applied to detect skin color based on chrominance values, to 

reduce the effectiveness of light intensity variations. Figure 5 

(a, b) shows a portray version of the aforesaid method. [25] 

used YCbCr color space for segmenting hand gestures, figure 

5(c, d) shows the application of this method. [38] applied 

normalized YUV color space followed by some image 

processing filters; the small holes were filled as well. 

Other researches used different methods and algorithms to 

achieve better skin segmentation results. [34] presented an 

integrated system that segments and tracks face and hands in a 

sign language recognition system. Three features are 

combined for skin color detection: color, motion and position, 

which represent the information of the foreground pixel, and 

the predicated moving object position. Each skin object (face 

and hands) are allocated to a bounding box to ease the 

discovering of overlapped or occluded objects [34]. Occlusion 

problem manipulated using Kalman filter, figure 5 (g, h, i, j) 

shows the segmented hand after some preprocessing 

operations (converted the image into gray scale, resized the 

image into 32 x 32 scale image, and normalized using color 

histogram equalization). [63] segmented the hand image using 

discrete and continuum topological derivatives. For efficient 

rate of hand detection and noise reduction, two restoration 

filters are applied; isotropic and anisotropic filters. the 

restoration filters usually carried out before topological 

derivatives approach [63]. [36] addressed the problem of 

segmenting hand image by two steps: firstly hand gesture 

contour tracking in the space domain, and secondly 

continuous tracking in time domain [36]. For easily modeling 

the hand, [36] supposed the hand is free of knuckles and 

represented the palm with a square and the fingers with 

rectangular [36] as shown in figure 5 (e, f), then matched the 

model using a lot of template matching samples to overcome 

translation, scaling, and rotation problems, and used three-

layer fully connected feed forward back propagation neural 

network to adjust the weights. Then active contour was 

applied for tracking object shapes such as lines, arcs, corners 

and shadows [36].  

Motion-based segmentation methods take into account the 

necessary features required for gesture motion [16]. [16] 

proposed segmenting hand gesture using an intermediate 

grouping module to overcome low-level segmentation errors 

[16], where the hand image segmented into a set of [16],  and 

use greedy search technique to gather the fragmented regions 

into acceptable hypotheses based on the size. The generated 

groups joined with adjacent frames [16] based on some 

properties like shape, size, and location similarity [16], 

ultimately matched these HMM gestures with the joined 
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groups structure to discover the best grouping for each frame 

[16]. With this applied method, the color information feature 

is not required to segment the hand [16]. 

[39] suggested a generic skin color model for segmentation 

process based on region information instead of pixel 

information to lowering the noise appearance and illumination 

changes [39] and SVM active learning. The system comprises 

two stages: training stages and segmentation stage. In training 

stage the generic model performed on a lot of video frames, 

and applied JESG algorithm [66]to partition each frame into 

regions, and the training samples consist of skin and non-skin 

pixels. In segmentation phase the SVM classifier used the 

training set to segment the testing frames [39]. Figure 5 (k, l) 

shows the results of applying this method. Methods based 

shape models in segmenting images required adequate 

difference between object of interest and the background [27]. 

Some researches detected hand in grey image using Adaboost 

algorithm [27], same algorithm used for face detection [27]. 

[27] adopted Adaboost method with some extension by 

adding new features set as shown in figure 6 (a), the new 

feature shapes such as sizes and positions are less constrained 

[27], and allow for overlapping and random areas [27], and 

for tracking, multimodal technique is used: the optical flow 

and color cues to achieve stable hand tracking [27].  

 [37] extracted two images from the input image: skin color 

image and intensity image, where the RGB input image first 

converted into HVC (Hue, Value, and Chroma ( or Saturation) 

) ( h, v, c ) in Munsell color space [37]. The skin color image 

is acquired from the table of skin color distribution on the 

HVC color space [37] that is learned from the sample regions 

in learning phase, while the intensity image is attained from 

the RGB color using the following intensity function [37]: 

                       . These two images are 

multiplied and binarized using Otsu's method to extract the 

maximum region that represents the hand objects [37]. To 

achieve robust segmentation, some methods used the range 

information which can be acquired by various kinds of 

cameras such as stereo camera [40][30], laser range camera, 

and TOF camera [12][30]. [30] used the fusion of intensity 

image and range image generated by 3D (ToF) camera, as the 

input image for segmentation process [30], using K-Means 

Expectation Maximization (KEM) algorithm which proposed 

to combine the two unsupervised clustering methods the K-

means and EM. K-means algorithm applied on the initial 

clustering to minimize the initial points sensitivity [30] and 

discover the center of the initial clusters [30], which will used 

as the initial parameters for EM algorithm which will used to 

find maximum likelihood estimation [30]. [14] used 

normalized r-g color model to diminish the effect of lighting 

changes [14], afterwards used two quadratic polynomials to 

approximate the upper and lower boundaries of the compact 

region [14] in the r-g plane distribution. Some modification 

was applied on the algorithm (by adding additional rules) to 

enhance the segmentation method [14], Figure 7 shows the 

distribution of skin pixels over r-g plane. Finally [32] 

segmented the object of interest manually. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
a, b), and c, d) Used color spaces normalized r-g [29], and YCbCr [25] respectively, for segmentation process. 

e, f)  Contour matching model and tracking [36]. g, h i, j) Used color, motion, and position information, with some preprocessing operations 

[34]. k, l) applied region information based segmentation and SVM active learning [39]. m) Nominated groups of regions from a specific 

frame. N) the input image is segmented into boundaries. o) The nominated group for the third hand of m. p) the nominate group for the first 

hand of m. q) the nominate group for the middle (second) hand of m[16]. 

Fig 5: Results of modeling and segmentation some discussed methods. 
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Fig 7: skin-color pixels distribution in r-g color space [14]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

9.  CONCLUSION AND DISCUSSION 
A review of common techniques used for segmentation 

process is presented. Different application areas required 

segmentation process such as computer vision and objects 

recognition. A unified algorithm for segmenting colored 

images is not available since it depends on the required 

application area, however different segmentation techniques 

are adequate and performed efficiently for some applications. 

The diversity of color spaces provides the ability to select the 

proper color space that can be utilized well under different 

environment conditions. Segmentation based skin color is a 

simple and  easy way to classify the image into skin and non-

skin pixels, but on the other hand its sensitivity to illumination 

changes and the interference with background skin color 

imposed some hypothesis to work well. GM and GMM are 

statistical methods used recently for modeling skin color 

distribution in different applications. GMM classifier is 

discussed in this literature since it provides an acceptable 

performance result with minimum set of training data, and 

requires low storage system as well. In general, techniques 

based probabilistic modeling required higher computational 

cost and time since the pdf is calculated for each pixel in the 

entire image which will increase with the increasing of image 

size. Segmentation performance improved when GMM 

combined with histogram based Bayes methods [23][12], 

besides the use of chrominance color model only to achieve 

 a 

   

  e 

a) Modified Adaboost method for segmentation, the first three shapes is the original and the second two is the adopted 

new shapes [27]. b) Segmentation of a sequence of movement gesture, b) Intensity images, c) Range images, d) 

Segmented images [30]. e) Used two quadratic polynomials to approximate the upper and lower boundaries of the skin 

distribution plane [14]. 

 

Fig 6: Another set of results of modeling and segmentation of some discussed methods. 
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illumination invariant results [51][62][12][23]. Empirically 

[61] discovered that YCbCr has significant performance with 

GMM rather than RGB and normalized r-g color space. The 

combination of two complexion color models and background 

model using GMM introduce good results in an intricate 

background, but the result not perfect with the existence of 

high light and shadows [10].  GM, Bayes classifier with 

histogram and Neural network (NN) are evaluated in [21] and 

discovered that NN required less memory than Bayes 

classifier. Range information acquired from ToF camera also 

introduces accurate and efficient output segmentation results. 

Finally for any skin color based segmentation method the 

careful selection of color space and the model applied to build 

the distribution for the skin color image are the most 

important coefficients for efficient and accurate segmentation. 
 

 

Table 4: Application of different segmentation methods over 

various color spaces. 

Ref# Color model used  Segmentation method used 

[29] Normalized RGB Thresholding 

[25] YCbCr color space Thresholding 

[38] Normalized YUV Thresholding 

[63] HS model Discrete and Continuum 

topological derivatives 

[36] - Feed forward back 

propagation neural network, 

and active contour for 

tracking 

[16] - Greedy algorithm and HMM 

[39] RGB Generic model and vector 

machine SVM active 

learning 

[27] HSV Modified Adaboost method 

and optical flow and color 

cues for tracking  

[37] HVC in Munsell 

color space 

Acquired skin color image 

and  intensity image and 

multiplied them 

[30] Range information 

and intensity 

images 

Combined K-means and EM 

approaches 

[14] Normalized RGB, 

the r-g color model 

two quadratic polynomials 

rule 
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