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ABSTRACT 

Lung cancer is the most common cancer which leads to death 

for both women and men, so the early detection of lung cancer 

increases the therapy success. Different techniques are used to 

provide the early detection such as Computer Aided Detection 

(CAD) system. In this paper, we present an automatic 

Computer Aided Detection (CAD) system to detect a large 

lung nodule from lateral Chest Radiographs of computed 

tomography (CT) images to reduce false positive rates. Basic 

image processing techniques such as Bit-Plane Slicing, 

Erosion, Median Filter, Dilation, Outlining, radon transform 

and edge detection are applied to the CT scan images in order 

to detect the lung region. A total of 22 image features were 

extracted from the enhanced image based on statistical 

features such as standard deviation, average and mean. A 

fisher score ranking method is used as a feature selection 

method to select best ten features (standard deviation, 

variance, range, maximum grey level, seven invariant 

moments except the second, sixth and seventh invariant 

moments and 5th percentile, 9th percentile). Thus optimal 

screening modalities have both high sensitivity and specificity 

based on artificial neural network (ANN) significantly more 

accurate than using K-Nearest Neighborhood (KNN) classifier 

with accuracy 98% and 96% respectively in detecting large 

lung nodule with equivalent diameter ranging from 22.65 mm 

to 41.62 mm. 

Keywords 

Computer Aided Diagnosis (CAD), Computed tomography 

(CT), Radon transform, Artificial Neural Network (ANN), K-

Nearest Neighborhood (KNN). 

1. INTRODUCTION 

Lung cancer is a disease that consists of uncontrolled cell 

growth in tissues of the lung  which may lead to metastasis 

that is the infestation of adjacent tissue and infiltration beyond 

the lungs. Carcinomas are the vast majority of primary lung 

cancers which derived from epithelial cells. Lung cancer, the 

most common cause of cancer-related death in men and 

women, is responsible for 1.3 million deaths worldwide 

annually, as of 2004 [1]. 

Lung cancer can be seen on traditional x-ray and computed 

tomography (CT scan). The diagnosis is confirmed with a 

biopsy. Bronchoscopy or CT-guided biopsies are usually used 

in sample extraction. Treatment and prognosis depend on the 

histological type of cancer, the stage (degree of spread), and 

the patient's performance status, but overall only 14% of 

people diagnosed with lung cancer survive five years after the 

diagnosis[2]. 

Recently, Computed Tomography (CT) is 10-20 times more 

sensitive than standard x-ray techniques, so that it is the most 

effective for early detection of lung cancer.  Computer Aided 

Diagnosis (CAD) system is one of the most effective 

applications used in detection of lung nodules. With CAD, 

radiologists use the computer output as a “second opinion” 

and make the final decisions. Methodological research 

currently focuses on segmentation and feature extraction, a 

complete structure of a CAD system is shown in Fig 1. The 

CAD software technology meets three main objectives: 

 Improve the quality of diagnosis (second opinion). 

 Increase therapy success by early detection of 

cancer. 

 Avoid unnecessary biopsies whereas, a lung biopsy 

is a dangerous procedure, with a 2% risk of serious 

complications (including death) [3]. 

Fig1. A complete structure of a CAD system. 

In this paper, we also propose an algorithm approves that 

Artificial Neural Network (ANN) is significantly more 

accurate in early detection of large lung nodules than K- 

Nearest Neighborhood (KNN) with sensitivity 97% and 97% 

respectively, specificity 98% and 96% respectively                                  

and accuracy 98% and 96% respectively.   

2. RELATED WORK 

Rachid et al [4] uses pure basic image processing techniques 

lung regions extraction Hopfield artificial neural network 

(HANN) that shows a good Segmentation results in a short 

time. M. Gomathi et al [5] applied a Modified Fuzzy 

Possibilistic C-Mean algorithm to do the segmentation step. 

For classification, Support Vector Machine (SVM) and 

Extreme Learning Machine (ELM) are used. The 

experimental result shows that the accuracy of using ELM is 

better when compared to the usage of SVM for classification. 

Volkan et al [6] developed two algorithms to classify all the 

samples in a batch jointly, one based on a probabilistic 

analysis and another based on a mathematical programming 

approach. Experiments on three real-life computer aided 

http://en.wikipedia.org/wiki/Cell_growth
http://en.wikipedia.org/wiki/Cell_growth
http://en.wikipedia.org/wiki/Tissue_(biology)
http://en.wikipedia.org/wiki/Lung
http://en.wikipedia.org/wiki/Metastasis
http://en.wikipedia.org/wiki/Carcinomas
http://en.wikipedia.org/wiki/Epithelium
http://en.wikipedia.org/wiki/Cancer
http://en.wikipedia.org/wiki/Category:Deaths_from_lung_cancer
http://en.wikipedia.org/wiki/Chest_radiograph
http://en.wikipedia.org/wiki/Computed_tomography
http://en.wikipedia.org/wiki/Computed_tomography
http://en.wikipedia.org/wiki/Medical_diagnosis
http://en.wikipedia.org/wiki/Biopsy
http://en.wikipedia.org/wiki/Bronchoscopy
http://en.wikipedia.org/wiki/Prognosis
http://en.wikipedia.org/wiki/Histology
http://en.wikipedia.org/wiki/Staging_(pathology)
http://en.wikipedia.org/wiki/Performance_status
http://en.wikipedia.org/wiki/Survival_rate


 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868 

Foundation of Computer Science FCS, New York, USA 

Volume 3– No.9, August 2012 – www.ijais.org 
 

 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868 

Foundation of Computer Science FCS, New York, USA 

Volume 3– No.9, August 2012 – www.ijais.org 
 

 

13 

diagnosis (CAD) problems demonstrate that the proposed 

algorithms are significantly more accurate than a naive SVM 

which ignores the correlations among the samples. 

Nancy et al [7] employs a classification algorithm for 

detecting Solid pulmonary nodules from CT thorax studies 

and describes some of the machine learning techniques.  

Korfiatis et al [8] identifies lung boundary by an automatic 

thresholding approach, false positive (FP) regions were 

subsequently removed using a Support Vector Machine 

(SVM) classifier employing morphological features extracted 

from corresponding nodule candidate regions of the enhanced 

and the original images.  

Alessandro et al [9] introduces an approach based on: (1) a 

lung tissue segmentation pre-processing step, composed of 

histogram thresholding, seeded region growing and 

mathematical morphology; (2) a filtering step, whose aim is 

the preliminary detection of candidate nodules (via 3D fast 

radial filtering) (3) a false positive reduction (FPR) step, 

applies thresholds on region diameters, and a supervised FPR, 

which is based on support vector machines classification 

Thangaraj et al [10] explains an approach for lung nodule 

detection in screening CT. A dot-enhancement filter is utilized 

effectively for the selection of nodule candidate. In addition a 

neural classifier is employed to reduce the false-positive rates. 

The experiments are conducted on real time collected data set 

(CT scan) to prove the efficiency of his approach. 

3. MATERIAL AND METHODS  

3.1 Dataset 

The 12 digital chest radiographs used in this study consisting 

of 2911 2D CT images collected with approval from Cornell 

University [11] with equivalent diameters of lung nodules 

ranging from 22.65 mm to 41.62 mm. The in - slice (x, y) 

resolution is 0.79 × 0.79 mm   and CT slice thickness is 1.25 

mm.  

3.2 Lung region extraction 

A CT image of chest consists of different regions such as the 

background, lung, heart, liver and other organs’ areas. The 

goal of lung region extraction step is to separate the lung 

regions, our regions of interest (ROIs), from the surrounding 

anatomy to avoid confusion. Our algorithm to extract lung 

region is shown in Fig 3.  This algorithm begins with the bit – 

plane slicing [22] [4]. In terms of bit-plane extraction for a 8-

bit image, it is seen that binary image for bit plane 7 is 

obtained by proceeding the input image with a thresholding 

gray-level transformation function that maps all levels 

between 0 and 127 to one level (e.g. 0) and maps all levels 

from 129 to 253 to another (e.g. 255). These binary images 

then are enhanced by using Erosion, Median filter and 

Dilation to eliminate irrelevant details that may causes some 

difficulties in lung region extraction step. The fast method for 

lung separation is used as in [21]; this process starts by 

estimating the mass center of each lung, as shown in Fig 2.     

It consisted on applying the Radon transform to the binary 

image for both horizontal and vertical directions. 

 

 
                              

                                      Fig2. Radon transform.     

 

3.3 Feature extraction 

Feature extraction is a step used to reduce the original dataset 

by measuring certain properties, or features, that distinguish 

one input pattern from another. The extracted features provide 

the characteristics of the input type to the classifier by 

considering the description of the properties that relate to the 

image into a feature space; Fig 5 shows applying the feature 

extraction and selection step and then input it to classifiers. 

Tumor is a heterogeneous tissue and the mean values of 

relaxation times are not at all sufficient to characterize the 

heterogeneity of the different tumor types [12].  

In this study, 22 statistical features are used. These features 

are: mean [24], standard deviation, variance, skewness, 

kurtosis [23] [13], entropy [14] [15], nine percentile features 

were used ranging from the first percentile up to the ninth 

percentile [16] [13], seven invariant moments [13], maximum 

of gray level [13], and range of gray level [13]. Ten of these 

features only are the most significant features to be considered 

in the classification step. These features are (Standard 

Deviation, Variance, Maximum grey level, Range of gray 

level , all seven invariant moments except the second, sixth 

and seventh invariant moments and 5th percentile, 9th 

percentile) and they are calculated as follows:  

1. Standard Deviation 

 

It is a statistical measure of spread or variability. The standard 

deviation is the root mean square (RMS) deviation of the 

values from their mean. 
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2. Variance 

 

It is the Square of the standard deviation. 
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3. Maximum grey level. 

4. Range 

It is the difference between the highest and lowest      

values in the sample. 

                
minmax ggR                                                                                             

               Where g is the grey level of the pixels.  

 

5. Seven invariant moments 

 

It is a shape description technique; Moments can 

provide characteristics of an object which singularly 

represent its shape. Classification in the 

multidimensional moment invariant feature space 

performed invariant shape recognition. From the 

second and third order values of the normalized 

central moments a set of seven invariant moments 

can be computed which are independent of rotation. 

These features are calculated as: 
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Where I(x, y) are the pixel intensities 

6. Percentile 

The pth percentile of a list is the number such that p percent of 

the elements in the list are less than that number 

                               (17) 

Where N is the number of elements in the sample, n is the 

rank of the percentile. Nine percentile features were used 

ranking from (10, 20 ….90). In this work we reduce the 

number of features significantly by using feature Selection 

technique, while increasing the detection accuracy [17]. 
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              Fig 4. Extraction lung region.  
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                           Fig.5 Feature extraction and classification  

 

3.4 Feature selection  

Feature selection is a problem that has to be addressed in 

many areas, especially in artificial intelligence. The main 

issues in developing feature selection techniques are choosing 

a small feature set in order to reduce the cost and running time 

of a given system, as well as achieving an acceptably high 

recognition rate. This has led to the development of a variety 

of techniques for selecting an optimal subset of features from 

a larger set of possible features; Fig 5 shows applying the 

feature extraction and selection step and then input it to 

classifiers. The Fisher score ranking technique is used to 

select the best ten features that give best results by calculating 

the difference [17], which is described in terms of mean and 

standard deviation, between the positive (abnormal) and 

negative (normal) examples relative to a certain feature. 

Equation (17) defines the Fisher score, in which Ri is the rank 

of feature i, describing the proportion of the substitution of the 

mean of the feature i values in the positive examples (p) and 

the negative examples (n), and the sum of the standard 

deviation. The bigger the Ri, the bigger the difference between 

the values of positive and negative examples relative to 

feature i ,so we can differentiate between the normal and 

abnormal tissues ; thus, this feature is more important for 

separating the positive and negative examples. 

 

                     (17) 

 

3.5 Classification 

The classification step is the final step in our model where 

both the features of the training images and the test images are 

the input of the classifier, while the output is the image type. 

In our model we used two classifiers; Artificial Neural 

Network (ANN) and K- Nearest Neighborhood (KNN). 

1. K-Nearest Neighbor (k-NN) Classifier.  

A simple classifier is a Nearest Neighbor (NN) classifier [26], 

where each pixel, is classified in the same class as the training 

data with the closest intensity. There is a possibility of an NN 

classifier yielding an erroneous decision if it is obtained single 

neighbor is an outlier of some other class. To avoid this and 

improve the robustness of the approach, the k-NN classifier 

works with k patterns in the neighborhood of the test pattern. 

The k-NN classifier is considered a non-parametric classifier 

since it makes no underlying assumption about the statistical 

structure of the data [12]. 

2. Artificial Neural Network (ANN). 

The Multilayer Perception is a feed forward network, capable 

of generating nonlinear boundaries. It has been successfully 

applied here to solve some difficult and diverse problems 

[18]. It consists of ten input nodes, two hidden layers one with 

three nodes and one with four nodes, and one output node 

after exploring the performance of various configurations[19] 

[25]. 

3.6 Performance measures 

All classification result could have an error rate and on 

occasion will either fail to identify an abnormality, or identify 

an abnormality which is not present. It is common to describe 

this error rate by the terms true and false positive and true and 

false negative as follows: True Positive (TP): the 

classification result is positive in the presence of the clinical 

abnormality. True Negative (TN): the classification result is 

negative in the absence of the clinical abnormality. False 

Positive (FP): the classification result is positive in the 

absence of the clinical abnormality [12]. False Negative (FN): 

the classification result is negative in the presence of the 

clinical abnormality. Sensitivity, specificity and accuracy are 

used to measure the classifiers performance [27] [12]. To 

provide clinically pertinent definitions for sensitivity and 

specificity, we follow the definition in [20] and point out how 

these performance measures should be interpreted for cancer 

screening. Sensitivity and specificity measure the number of 

false positives and false negatives and are useful in measuring 

the effectiveness of screening methods. Sensitivity and 

specificity are defined as follows; the sensitivity of a 

screening test is its ability to detect those individuals with 

cancer. It is computed by taking the number of true positives 

(TPs) and dividing it by the total number of cancer cases (TP 

FN). The specificity of a test is its ability to identify those 

individuals who actually do not have cancer. It is computed 

by dividing the true negative (TN) by the sum of the TN and 

FP cases as shown in next equations:  

Sensitivity = TP/ (TP+FN) *100%                    (18) 

 

Specificity = TN/ (TN+FP) *100%                     (19) 

Accuracy = (TP+TN)/ (TP+TN+FP+FN)*100 % 

4. RESULTS 
In this paper, we have described a CAD scheme for the 

automated detection of lung nodules on thin slice CT. Fig. 4 

shows the results of applying step by step the proposed lung 

regions extraction method to a given CT image. The system is 

based on an automated detection approach utilizing a 

classifier rather than a rule based scheme. Automated 

delineation of lung boundaries is considered another 

advantage of the proposed system. The results of performance 

measures are shown in table 1. Table 2 shows sensitivity, 

specificity and accuracy of the classifiers that are used to 

evaluate the performance of the classifier. Results provided 

that the accuracy of ANN classifier is better than KNN 

classifier. 

k- Nearest 

Neighbor 

          Extracted lung 

Statistical feature extraction 

Artificial Neural 

Network 

       Features selection 

(20) 
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               Table1. Results of performance measures.   

 

    Error rate Artificial neural 

network 
k- nearest 

neighborhood 

TP 100 150 

TN 190 276 

FP 2 12 

FN 4 6 

 
Table2. Results of classification accuracy. 

 

 

5. CONCLUSIONS 
In this paper, the computer based technique for automatic 

classification of CT slices as normal or abnormal with various 

CT image features using two classifiers is proposed. In the 

first phase of the proposed technique, the lung region is 

extracted from the chest tomography image. The different 

basic image processing techniques are used for this purpose. 

The inputs of classifiers were CT images after extraction and 

selection of 22 statistical features, ten features of the twenty 

two achieved best results were selected by using feature 

selection method as fisher score ranking method which input 

to the Artificial Neural Network (ANN) and k- Nearest 

Neighbor (KNN) classifiers. The performances of the 

classifiers in terms of statistical measures such as sensitivity, 

specificity and classification accuracy are analyzed. The 

results indicated that the ANN approach yielded the better 

performance when compared to the KNN classifier. 

 

 

               
(A)                                                          (B)                                                     (C)                                                   (D) 

 

          
                            
                  (E)                                                                    (F)                                                     (G)                                                         (H) 

   

                          
 
                                                     (I)                                                        (J)                             

Fig4:   Lung regions extraction algorithm: A. original CT image, B. bit-plane- slicing, C. median filter ,  D.erosion, E. median 

filter, F. dilation, G. Radon transform.,  H. Edge detection , I. Filling the lung, J.morphological operators and K. Extracted 

lung.

   Classifier Sensitivity Specificity Accuracy 

Artificial neural 

network 
97% 98% 98% 

k- nearest 

neighborhood 
97% 96% 96% 

           (K) 
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