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ABSTRACT 

In this paper, a new method has been proposed to enhance 

the performance of K-means clustering using the 

significance of Eigen values in spectral decomposition. 

Experimental results with standard images show that the 

proposed method shows faster convergence and reduced 

bit rate than standard K-means without compromise in the 

quality of the reconstructed images measured in terms of 

Peak Signal to Noise Ratio(PSNR). 
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1.  INTRODUCTION 

The goal of clustering is to determine the intrinsic 

grouping in a set of unlabeled data and  it is an 

unsupervised learning technique. Clustering algorithms 

partition  the  given dataset into subsets (clusters) based on 

some distance measure, such that one attribute within a 

cluster is more similar to each other than that of other 

clusters [1]-[3]. Generally, clustering techniques can be 

classified as hierarchical and partitioning based on the 

method adopted in the formation of clusters. Partitioning 

algorithms determine all clusters at once whereas 

hierarchical algorithms build clusters hierarchically. The 

outcome of partitioning methods is commonly a set of K 

clusters and every cluster is characterized by a centroid 

which represents the summary description of all the objects  

in that cluster.  

K-means [3] is one of the most common  partitioning 

techniques which has large number of applications in the 

fields of image and video compression [4],[5], image 

segmentation[6], pattern recognition[7] and                       

data mining [8].  It was also graded as one of the top ten 

algorithms in data mining [9]. It is an iterative method 

which generates a codebook from the training data using a 

distortion measure appropriate for the given application 

[3], [10].  

It is very simple, effective and easy to implement. The 

main factor that determines the performance of K-means is 

its convergence time which mostly depends on the amount 

of training data, codebook size, code vector dimension, 

and distortion measure. The two major steps in K-means 

clustering process are cluster initialization and 

classification based on computational and convergence 

criteria.  

The algorithm starts by choosing K initial seeds or 

centroids from the training data, either at random or based 

on some heuristic measure. Next, it constructs a new 

partition by assigning  each point to its closest initial 

centroid based on distance measure and the centroid of 

each set is recalculated. The algorithm is repeated by 

alternate application of these two steps until convergence 

is reached where the points no longer switch clusters or the 

overall squared error is less than the convergence  

threshold . The overall quality of clustering is the average 

distance from each data point to its associated cluster 

centroid. Typically, the K-means algorithm uses squared 

euclidean distance measure to determine the distance 

between an object and its cluster centroid. 

Though the K-means algorithm  always converge, it does 

not guarantee to yield the most optimal clustering as it is  

significantly sensitive to the randomly selected initial 

cluster centroids. A better approach to minimize this 

problem is  to make multiple runs of the algorithm with 

different K initial seed centroids and choose the best one 

for a given problem.  The two main crucial issues in  a  K-

means clustering model are finding the optimal number of 

clusters (K) to create and the initial centroid of each 

cluster. The first issue is application specific as it depends 

on the problem domain whereas the second issue plays a 

significant role in the performance of K-means algorithm . 

Usually, the input data points are scattered and don't fall 

exactly into easily recognizable groups which 

consequently increases the time for convergence. This 

poses a serious concern which initiated the development of 

robust strategies for fast convergence of K-means. 

A  modified  K-means algorithm (KMOD) was proposed 

by Lee et al. [11]  which converges faster than the 

conventional K-means by using a scaled updating scheme  

along the direction of the local gradient by a step-size 

larger than that used by the centroid update of the 

conventional K-means algorithm. While the use of a 

scaled-update  can accelerate the convergence, use of a 

“fixed” scaling for the entire range of iterations results in 

the use of larger step sizes even at iterations closer to 

convergence. Consequently, this increases the number of 

iterations required for convergence and undesirably high 

perturbations of the codevectors as well, to a poorer local 

optimum. Kuldip and Ramasubramanian (NEW) [12] 

proposed the use of a variable scale factor which is a 

function of the iteration number.  It offers faster 

convergence than the  KMOD algorithm with a fixed scale 

factor, without affecting the optimality of the codebook.  

However, despite the efficiency of K-means, bad choice of 

initial seeds may yield poor results in addition to increase 

in computation time for convergence. This has stimulated 

the researchers to focus their attention on the initialization 
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step and many novel initialization methods have been 

proposed.  

The earliest method of initializing the K means algorithm 

was done by Forgy in 1965 [13] where the seed points are 

chosen randomly. A pioneering work on seed initialization 

was proposed by Ball and Hall (BH) [14]. A similar 

approach named as Simple Cluster Seeking (SCS) was 

proposed by Tou and Gonzales [15]. The SCS method 

chooses the first input vector as the first seed and the rest 

of the seeds are selected, provided they are ‘d’ distance 

apart from all selected seeds. The SCS and BH methods 

are sensitive to the parameter d and the order of the inputs.  

A novel initialization method was proposed by Bradley 

and Fayyad (BF) [16] for large datasets.  The core idea of 

their algorithm is to select ‘m’ subsamples from the 

dataset, apply the K-means on each subsample 

independently, keep the final N centers from each 

subsample and produce a set that contains mN points.  A 

new approach for optimizing K-means clustering in 

aspects of accuracy and computation time has been 

proposed by Ali and Kiyoki [17]. This algorithm 

designates the initial centroids’ positions in the farthest 

accumulated distance between the data points  in the vector 

space analogous to choosing pillars’ locations as far as 

possible from each other within the pressure distribution of 

the roof structures for a stable building. Data points with 

maximum accumulated distance among the data 

distribution are chosen as the initial centroids.. Yanfeng 

Zhang et al [18] proposed an Agglomerative Fuzzy K-

means clustering method for learning optimal number of 

clusters that provides significant clustering results. High 

density areas are detected based on which  the initial 

cluster centers with a neighbour sharing selection approach 

is determined.  Huang and Harris [19] proposed the Direct 

Search Binary Splitting (DSBS) method. This method is 

similar to the Binary Splitting algorithm except that the 

splitting step is enhanced through the use of Principle 

Component Analysis (PCA). 

In this paper, an innovative approach based on spectral 

decomposition has been proposed to construct the initial 

codebook to achieve fast convergence, eventually reducing 

the computational time of K-means clustering technique 

for compressing images. The rest of the paper is organized 

as follows: Section 2 briefly describes the proposed 

method, Section 3 presents the results and performance 

analysis of the proposed method and Section 4 concludes 

our work. 

2. PROPOSED METHOD 

The efficiency of any clustering algorithm depends upon 

the knowledge of the affinity between the points in 

euclidean space. Clustering techniques employ spectral 

decomposition  as a method for determining the block 

structure of the affinity matrix.  Spectral techniques which 

make use of information obtained from the eigenvectors 

and eigenvalues of a matrix, have attracted the researchers’ 

attention with respect to clustering recently. The 

significance of  eigen value has found a great number of 

applications in science and engineering such as solution to 

linear and non-linear differential equations, boundary 

value problem, markov chain, network analysis and 

population growth model etc.  Principal Component 

Analysis (PCA) also known as (Karhunen-Loeve or 

Hotelling transform), is a linear transform which is one of 

the eigen value based spectral techniques[20]-[21].  This 

method serves as a powerful tool for data analysis and 

pattern recognition  in the fields of signal and image 

processing . 

Several research work on the application of eigen values 

have reported that the eigen vector with the highest eigen 

value formed out of the covariance matrix of the given 

image is the principal component of an image[20]. Eigen 

vectors with eigen values from the highest to lowest 

represent the principal components of an image in 

decreasing order of significance. This property has been 

well exploited for dimension reduction in image data 

thereby yielding compression.  In the proposed method,  

we make use of the eigen value for initialization process in 

K-means Clustering. 

The proposed method divides the given image into 4x4 

pixel blocks and the eigen value is calculated for every 

image block. The method proceeds by partitioning the 

input image blocks into high and low eigen valued blocks. 

This classification is done based on a threshold which is 

the average eigen value of all the image blocks. Blocks 

with high eigen values contain all the principal 

components of the image whereas blocks with low eigen 

values consist of less detailed image components which 

can be subjected to high compression. 

Next, clustering is performed on each partition with K1 

and K2 blocks as initial seeds where  K1 and K2 are the 

number of blocks having high eigen values in their 

respective partitions. The codebooks resulting from the 

high eigen and low eigen partitions are merged to form the 

global initial codebook. Finally, a last run of K-means with 

global codebook as the initial codebook is done to 

construct the final global codebook. 

The following steps describe the algorithm of the proposed 

method. 

1. Divide the input image into 4x4 blocks. 

2. Form the covariance matrix of each block. 

3.  Find the eigen value of each block. 

4.  Compute the average eigen value of all the 

blocks and set it as the threshold value T. 

5.  Classify the input image blocks with eigen value  

greater than the threshold T as  blocks with high 

eigen value (BHE) and remaining as blocks with 

low eigen value (BLE). 

6. Convert each image block into 16-element 

vector.  

7. Set K1 = N1/ δ where N1 is the number of 

vectors in the BHE and “δ” is the rate of 

compression. 

8.  Form K1 initial seeds for BHE. 

9. Set K2 = N2/ (2 * δ)  where N2 is the number of 

vectors in the BLE. 
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10. Form K2 initial seeds for BLE. 

11.  Perform K-means clustering with the 

corresponding initial  seeds  in BHE and BLE 

and generate codebooks CBH and CBL. 

12. Merge the two codebooks CBH and CBL to form 

a global codebook of size K (=K1+K2) 

13. Perform a final run of K-means on image data 

with the global codebook as the initial codebook 

to construct the final global codebook. 

4. RESULTS AND DISCUSSION 

To evaluate the performance of the proposed method, 

experiments are conducted using the proposed method on 

several test images of size 256×256 pixels with initial 

block size of 4×4 on a machine with core2 duo processor 

at 2 GHZ using MATLAB  6.5.  

The quality of the reconstructed image is measured in 

terms of Peak Signal to Noise Ratio (PSNR) defined by 

 

                (1) 

 

where, MSE is the mean-square error measuring the 

deviation of the reconstructed image from the original 

image. Compression  is measured in bits per pixel (BPP). 

The computed values for bpp and PSNR for test images 

Lena, Boats and Barbara using the proposed method and           

K-means are given in Table 1. From Table 1, we observe 

that the proposed method   accomplishes enhanced bit rate 

and fast convergence at comparable picture quality than  

K-means with random initialization of seeds. The 

execution speed of the proposed method is almost double 

of  that of standard K-means.   

The parameter ‘δ’ is used to tune the rate of compression 

depending on the type of application. Compression rate 

increases with increase in the value of ‘δ’. Therefore, a 

high value of  ‘δ’ achieves high compression ratio. 

Furthermore, the codebook size K1 of BHE is set to be 

greater than K2 of BLE  as the high eigen partition 

represents the principal components of the given image 

which attribute to better quality of the reconstructed image. 

It has been found out from our experiments that good  rate-

distortion performance is achieved if the value of ‘δ’ is set 

to 32. Thus the proposed method  works adaptively by  

setting different bit rates for high and low eigen valued 

blocks thereby achieving higher compression rate without 

compromising the picture quality. Figures 1-3 show the 

reconstructed images of Lena, Barbara and Boats using   

K-means with random initialization and the proposed 

methods for visual comparison. 

Table  1.  Performance Comparison of the Proposed 

Method 

   

Test 

Image 
Method 

Execution 

time 

in sec. 

Bit 

rate(bpp) 
PSNR 

Lena 
Proposed 

Method 
22.36 0.19 29.01 

K-means 65 0.25 29.16 

Boats 

Proposed 

Method 
26.87 0.21 27.48 

K-means 135 0.25 27.90 

Barbara 

Proposed 

Method 
35.1 0.20 25.03 

K-means 77.5 0.25 25.29 

 

   

 (a) (b) (c) 

Figure 2: a) Original Barbara Image; Reconstructed image 

using b) K-means c) Proposed method 

 
  

 (a) (b) (c) 

Figure 3: a) Original Boats Image; Reconstructed image 

using b) K-means c) Proposed method 

 

 

5. CONCLUSIONS 

In this paper, we have proposed  a new approach to 

generate codebook used in Vector Quantization for image 

compression. The proposed method subdivides the given 

image into sub-image blocks. Eigen values for these blocks 

are computed and a principal component analysis (PCA) is 

done.  This  PCA process divides the blocks into blocks of 

high and low eigen valued blocks. Codebooks of these two 

categories are merged to form the global codebook. The 

proposed method shows better performance in terms of bit 

rate and significant decrease in computation time  than the 

standard K-means method at comparable picture quality.  

 

   

 (a) (b) (c) 

Figure 1: a) Original Lena Image; Reconstructed 

images using b) K-means c) Proposed method 
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