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ABSTRACT 

Intrusion Detection Systems (IDS) and Cyber Attack 

Detection System (CADS) have to be provided in a 

Generalised Discriminant Analysis Algorithm. It is an 

important approach to nonlinear features and extensively used 

tool for ensuring network security. Complex relationships 

exist between the features, which are difficult for humans to 

discover. The conventional Linear Discriminant Analysis 

feature reduction technique is not suitable for nonlinear data 

set. Artificial Neural Network and C4.5 classifiers to result in 

supervisory algorithm are used. If real-time detection is 

desired IDS must reduce the amount of data to be processed.  

Currently IDS examine all data features to detect intrusion or 

misuse patterns. Some of the features may be redundant or 

contribute little to the detection process. The purpose of this 

research work is to identify important input features in 

building IDS that is computationally efficient and effective. 

The performance of two feature selection algorithms 

involving Bayesian Networks (BN) and Classification and 

Regression Trees (CART) and an ensemble of BN and CART 

were investigated. Empirical results indicate that significant 

input feature selection is important to design IDS with 

efficient, effective and lightweight for real world detection 

systems. Finally, hybrid architecture for combining different 

feature selection algorithms for real world intrusion detection 

was proposed. 

Keywords 
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1. INTRODUCTION 
An Intrusion can be defined as any set of actions that threaten 

the integrity, confidentiality or availability of a network 

resource. An Intrusion Detection System (IDS) is device or 

software applications that monitor network and system 

activities for malicious activities or policy violations and 

produces reports to a management station. In IDS large 

number of data is to be examined for a small network. The 

analysis become difficult due to the superfluous features and 

makes it difficult to sense the suspicious behaviour patterns. 

Hence IDS becomes a significant and extensively used tool 

for ensuring network security and also this system is essential 

for protecting network and its resources from illegal 

penetration. The internet has brought great benefits of the 

modern civilization. According to the American Computer 

Emergency Response Team / Coordination Center (CERT) [1] 

statistics, network cases annually showed index growth in 

recent years and this attack became a new weapon to a world 

war [7].  

Among the available data set the entire dataset cannot be used 

for IDS and thus reduction was done by using data filtering, 

data clustering and feature selection. Thus some of the 

irrelevant data which may not be useful to the IDS are 

identified and removed before processing. The amount of 

audit data that an IDS needs to examine is very large even for 

a small network and analysis is also a difficult even with 

computer assistance because extraneous features can make it 

harder to detect suspicious behaviour patterns [5], [10]. 

Multifaceted associations exist between the features, which 

are not easy for humans to discover. Thus IDS must reduce 

the amount of data to be processed. It is incredibly significant 

if real-time detection is desired. Clustering can be executed to 

discover the hidden patterns in data and significant features 

for use in detection. It can also be used as a reduction system 

by storing the characteristics of the clusters as an alternative 

of the actual data. In multifaceted classification domains, 

features may have false correlations, which delay the process 

of detecting intrusions. In addition some features may be 

redundant as the information they add is contained in other 

features. Additional features can increase computation time, 

and also have a crash on the accuracy of IDS. 

Two data mining techniques such as Markov blanket feature 

selection and classification and regression trees are applied for 

feature selection and classification in IDS [12]. Feature 

selection is an important step in building intrusion detection 

models [13], [14], [15]. Feature selection get better 

classification by searching the subset of features, which best 

classifies the training data. IDS were developed by using 

many machine learning paradigms, expert systems and fuzzy 

inference systems. The irrelevant features which are 

unimportant may be eliminated, without significantly 

lowering the performance of the IDS. Very little scientific 

efforts are diverted to model efficient IDS feature selection 

and are modelled as a classification problem in a machine 

learning context.  

The anomaly detection method was applied for mobile ad hoc 

networks to detect the intrusions and they created a normal 

profile under the absence of attacks [11]. The attack profile is 

created by simulating attacks such as black hole and flooding. 

After collecting the audit data, it was converted into an 

appropriate form for the detection process. The size of the 

audit data is reduced by means of feature selection technique 
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and the genetic algorithm is used for detection. Feature 

extraction includes feature construction, space dimensionality 

reduction, sparse representations, and feature selection [4]. All 

these techniques are used as pre-processing to machine 

learning and statistics tasks of prediction, pattern recognition 

and regression. 

2. FEATURE SELECTION AND 

CLASSIFICATION 

2.1 Bayesian Learning Modelling of Input 

Features 
The Bayesian Network is a probabilistic graphical model that 

represents a set of random variables and their conditional 

dependencies via a Directed Acyclic Graph (DAG). In DAG 

whose nodes represents random variable in the Bayesian 

sense; they may be observable quantities, latent variables, 

unknown parameters or hypothesis. The prime two tasks of 

Bayesian Methods are  

i.  Provides practical learning algorithms  

ii. Needs prior probabilities  

2.2 Markov Blanket Modelling of Input 

Features 

Markov Blanket of the target variable A, is denoted as MB(A) 

and it is the key concept for solving the variable selection 

problem. MB(A) is defined as the set of variable condition on 

which all other variables are probabilistically independent of 

„A‟. Thus the knowledge of the values of the Markov Blanket 

variable should render all other variables superfluous for 

classifying the independent variable „A‟ 

 

2.3 Concept learning relation of Bayes 

theorem 
Bayes classifier offers a powerful supervised classification 

technique. This model assumes all input attributes to be of 

equal importance and independent of one another.  Bayesian 

Network can be used to compute the conditional probability 

of one node, given values assigned to the other nodes. A 

common Bayesian Network classifier learning is that we can 

get a set of features that are on the Markov blanket of the 

class node. The Markov blanket of a node „k‟ is the union of 

k‟s parents, k‟s children and the parents of k‟s children. This 

subset of nodes shields k from being affected by any node 

outside the blanket. While using a Bayesian Network 

classifier on whole data, the Markov blanket of the class node 

form feature selection and all features outside the Markov 

blanket are deleted from the Bayesian Network. 

 

2.4 Input Feature Modelling for CART  
Classification And Regression Tree (CART) is one of the 

popular methods of building decision trees in the machine 

learning community. CART builds a binary decisions tree by 

splitting the records at each node, according to a function of a 

single attribute. It uses the Gini index for determining the best 

split. The classification and regression tree methodology is 

technically called as binary recursive partitioning [9]. This 

process is binary because parent nodes are always split into 

exactly two child nodes and recursive because the process is 

repeated by treating each child node as a parent. The key 

elements of CART analysis are a set of rules for splitting each 

node in a tree, deciding when tree is complete and assigning a 

class outcome to each terminal node. Defence American 

Research Project Agency (DARPA) intrusion data set with 

5092 cases and 41 variables, CART considers up to 5092 

times 41 splits for a total of 208772 possible splits. In initial 

splitting it produces two nodes each of which were split in the 

same manner as the root node. Once again all the input fields 

are examined to find the candidates splitters.  If no split was 

found it significantly decreases the diversity of the given node 

and is labelled as a leaf node. 

 

Instead of attempting to decide whether a given node is 

terminal or not, the algorithm proceeds by growing trees until 

it is not possible to grow them any further. In CART complex 

tree is build and then pruning it back to the optimally general 

tree on the basis of the results of cross-validation or test set 

validation. The tree is pruned back according to the 

performance of the various pruned versions of the tree on the 

test set data. By using cross validation, the tree that is most 

likely to do well on new unseen data can be chosen. The 

CART algorithm is relatively robust with respect to missing 

data. If the value is missing for a particular predictor in a 

particular record, that record will not be used in determination 

of the optimal spit when the tree is being built. In effect, 

CART will utilize as much information as it has on hand in 

order to make the decision for picking the best possible split. 

When CART is being used to predict on new data, missing 

values can be handled via surrogates. Surrogates are split 

values and predictors that mimic the actual split in the tree 

and can be used when data for prepared predictor is missing.    

 

3. EXPERIMENT SETUP 

3.1 Linear Discriminant Analysis 
Linear Discriminant Analysis (LDA) is a class specific 

method represents data to make it useful for classification [2], 

[3], [16].  It locates the optimal transformation matrix so as to 

preserve most of the information that can be used to 

discriminate between the different classes. Therefore this 

analysis requires the data to have appropriate class labels. 

3.2 Generalized Discriminant Analysis 
The Generalized Discriminant Analysis (GDA) is used for 

multi-class classification problems. The large variations in the 

attack patterns of various attack classes, there is usually a 

considerable overlap between some of these classes in the 

feature space. In this situation, a feature transformation 

mechanism that can minimize the between-class scatter is 

used. GDA  is a method designed for nonlinear classification 

based on a kernel function which transforms the original 

space to a new high - dimensional feature space [17], [18]. 

Generalized Discriminant Analysis algorithm is better than 

the Liner Discriminant Analysis for the case of large scale 

dataset where the number of training samples is large [20]. 

 

The experimental data was prepared by the 1998 DARPA 

Intrusion Detection Evaluation program by MIT Lincoln Labs 

[6]. The data was developed from Knowledge Discovery and 

Data mining (KDD) competition by DARPA and is measured 

as a standard yardstick for intrusion detection evaluation 

program [8].  The data set which was developed is having 24 

attack types and that could be classified into five categories 

such as Normal, Probing, Denial of Service (DOS), Remote to 

User (R2L) and User to Root (U2R).  The latest data set 

having 4,940,000 records with 744 MB and the data set has 41 

attributes for each connection record along with one class 

label. Some derived features which are in the form of nominal 
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or numeric and useful in distinguishing normal connection 

from attacks. A few host features examine the connections in 

the past two seconds that have the same destination host as the 

current connection, and calculate statistics related to protocol 

behaviour, service, etc. But some service features examine the 

connections in the past two seconds that have the same service 

as the current connection. Additional related records were 

furthermore sorted by destination host, and features were 

constructed using a window of 100 connections to the same 

host in place of a time window and these are called as host-

based traffic features. R2L and U2R attacks don‟t have any 

sequential patterns like DOS and Probing, since the former 

attacks have the attacks embedded in the data packets whereas 

the later attacks have many connections in a short amount of 

time. A few features that look for doubtful performance in the 

data envelope and these are called content features. 

  

Data reduction, training phase and testing phase are the three 

phases of the experiment. The important variables for real-

time intrusion detection are selected by feature selection in the 

data reduction phase. In the training phase, Bayesian neural 

network and classification and regression trees constructs a 

model using the training data to give maximum generalization 

accuracy on the unseen data. Then the test data is passed 

through the saved trained model to detect intrusions in the 

testing phase. In our experiments 11982 records were 

generated randomly through 41 features. The features are  

labelled in the sequence of A, B, C, D, E, F, G, H, I, J, K, L, 

M, N, O, P, Q, R, S, T, U, V, W, X, Y, Z, AA, AB, AC, AD, 

AF, AG, AH, AI, AJ, AK, AL, AM, AN, AO and the class 

label is named as AP. Data set has five different classes 

namely Normal, Probing, Denial of Service (DOS), Remote to 

User (R2L) and User to Root (U2R). The training and test 

record includes 5092 and 6890 respectively. All IDS models 

are trained and tested with the same set of data. As the data set 

has five different classes and it is classified into 5-class binary 

classification. The Normal data belongs to class 1, Probe 

belongs to class 2, DOS belongs to class 3, R2L belongs to 

class 4 and U2R belongs to class 5. All experiments were 

performed using an Intel Pentium 4 processor D915, 2.8GHZ, 

4M, SL9DA with 512MB RAM. 

 

4.  RESULTS AND DISCUSSION 

4.1. C4.5 Classifier  
Algorithms for constructing decision trees are with the most 

well known and widely used of all machine learning methods. 

C4.5 builds decision trees from a set of training data in the 

same way as ID3, using the concept of information entropy. 

C4.5 is one such system that learns decision-tree classifiers. 

Several authors have recently noted that C4.5's performance is 

weaker in domains with a preponderance of continuous 

attributes, numeric class label than for learning tasks that have 

mainly discrete attributes [19]. Classification tree is a 

prediction mode in machine learning and it is also called as 

decision tree. Tree pattern graph is similar to flow chart 

structure and any internal nodes of leaves represent distributed 

situation of various types. Top down tree construction and 

bottom up pruning are the two methods for tree construction. 

In which C4.5 is used for top down tree construction. The 

detection and identification of attack and non attack 

behaviours can be generalized as follows. True Positive (TP): 

a legitimate attack which triggers an IDS to produce an alarm 

when it is actually normal, True Negative (TN): when no 

attack has taken place and no alarm is raised, False Positive 

(FP): an event signalling an IDS to produce an alarm when no 

attack has taken place, False Negative (FN): a failure of an 

IDS to detect an actual attack  

Confusion matrix contains information of actual and predicted 

classifications done by classifier. In the performance of such a 

system is commonly evaluated using the data in a matrix. The 

following table 1 shows the details of a confusion matrix. 

Table 1. Confusion Matrix 

Forecasted 

Actual 
Normal Attack 

Normal True Negative (TN) False Positive (FP) 

Attack False Negative (FN) True Positive (TP) 

 

In the confusion matrix, above rows correspond to predicted 

categories, while columns correspond to actual categories. 

Comparison of detection rate: Detection Rate (DR) is given 

by DR= TP/ (TP+FN) * 100%.  

Comparison of false alarm rate: False Alarm Rate (FAR) 

refers to the proportion that normal data is falsely detected as 

attack behaviour FAR= FP/ (FP+TN) * 100%.  

The reported results in terms of detection rate, false alarm 

rate, training time and testing time of Artificial Neural 

Network (ANN) and C4.5 decision tree classifiers are 

summarized for Linear Discriminant Analysis technique and 

for Generalized Discriminant Analysis technique in the 

following tables 2 and 3 respectively. 

Table 2. Detection Rate, False Alarm Rate, Training Time 

and Testing Time of ANN and C4.5 Classifier with LDA 

Technique 

Class 

ANN C.4.5 

DR FAR 
T

R 
TE DR FAR 

T

R 
TE 

Norma
l 

95.9
7 

23.1
3 

43
s 

30
s 

97.1
6 

33.8
3 

40
s 

29
s 

Prob 
95.9

1 
55.7

2 
16
s 

15
s 

92.1
4 

71.1
9 

16
s 

16
s 

DOS 
95.9

1 
0.71 

55

s 

27

s 

87.2

1 
0.14 

50

s 

26

s 

R2L 
10.1

4 
0.16 

17

s 

15

s 

10.6

6 
1.27 

15

s 

12

s 

U2R 
16.9

9 

11.1

1 

10

s 

10

s 

22.3

3 

47.5

5 

10

s 
9s 

 

The detection rate of Linear Discriminant Analysis technique 

and Generalized Discriminant Analysis technique for 

Artificial Neural Network and C4.5 are compared in the figure 

1 and figure 2. The false alarm rates of LDA and GDA for 

ANN and C4.5 decision tree algorithm are compared in the 

http://en.wikipedia.org/wiki/ID3_algorithm
http://en.wikipedia.org/wiki/Entropy_%28information_theory%29
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following figure 3 and figure 4 respectively. The training time 

of LDA and GDA for ANN and C4.5 decision tree algorithm 

are compared in the figure 5 and figure 6 respectively. 

Similarly the Testing Time of LDA and GDA for ANN and 

C4.5 decision tree algorithm are compared in the figures 7 and 

8 respectively. 

Table 3. Detection Rate, False Alarm Rate, Training Time 

and Testing Time of ANN and C4.5 Classifier with GDA 

Technique 

Class 

ANN C4.5 

DR FAR TR TE DR FAR TR TE 

Normal 99.8 30.01 39s 25s 99.78 9.88 32s 23s 

Prob 97.19 75.9 15s 13s 99.61 24.14 13s 11s 

DOS 98.11 0.29 48s 24s 98.01 0.46 45s 22s 

R2L 12.11 0.38 14s 11s 67.02 0.05 12s 9s 

U2R 24.09 22.99 10s 8s 57.01 5.7 7s 6s 
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Fig 1: Comparison of detection of LDA and GDA for ANN 

 

C4.5 Decision tree Classifier
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Fig 2: Comparison of detection of LDA and GDA for C4.5 
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Fig 3: Comparison of False Alarm Rate of LDA and GDA 

for ANN 

C 4.5 Decision TreeClassifier
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Fig 4: Comparison of False Alarm Rate of LDA and GDA 

for C4.5 
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Fig 5: Comparison of Training Time of LDA and GDA for 

ANN 

C 4.5 Decision Tree Classifier
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Fig 6: Comparison of Training Time of LDA and GDA for 

C4.5 
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Fig 7: Comparison of Testing Time of LDA and GDA for 

ANN 

C 4.5 Decision Tree Classifier
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Fig 8: Comparison of Testing Time of LDA and GDA for 

C4.5 

4.2. IDS Modelling via Bayesian Network 

Markov blanket modelling is used to retrieve the most 

significant features and found out those 17 variables of the 

data set of the class node.  These 17 variables are A, B, C, E, 

F, H, K, M, N, Q, V, W, X, Y, Z, AC and AE. In addition 

Bayesian network classifier is created using the training data 

and then the classifier is used on the test data set to classify 

the data as an attack or normal. The following table 4 

illustrates the performance of Bayesian belief network by 

using the original 41 variable data set and the 17 variables 

reduced data set. The training and testing times for each 

classifier are decreased when 17 variable data set is used. By 

using this 17 variable data set there is a slight increase in the 

performance accuracy for Normal class compared with the 41 

variable data set. 

 

Table 4. Performance of Bayesian Belief Network 41 

Variables Attack with 17 Variables 

Class 
Train 

(sec) 

Test 

(sec) 

Accuracy 

(%) 

Train 

(sec) 

Test 

(sec) 

Accuracy 

(%) 

Normal 42.14 19.02 99.57 23.29 11.16 99.64 

Probe 49.15 21.04 99.43 25.07 13.04 98.57 

DOS 54.52 23.02 99.69 28.49 14.14 98.16 

U2R 30.02 15.23 64.00 14.13 7.49 60.00 

R2L 47.28 12.11 99.11 21.13 13.57 98.93 

 

4.3. IDS Modelling via CART  
Depending upon the contribution for the construction of the 

decision tree the important variables are identified and 

ranking to the variables were generated in terms of 

percentages. The variables that have 0.00% rankings are 

eliminated and considered only the primary splitters or 

surrogates. This resulted in a reduced 12 variable data set with 

C, E, F, L, W, X, Y, AB, AE, AF, AG and AI as variables. 

Further the classifier is constructed using the training data and 

then the test data is passed through the saved trained model. 

Table 5 compares the performance of CART using the 41 

variable original data set and the 12 variable reduced data set. 

Normal class is classified 100 percent correctly. Furthermore, 
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the accuracies of classes U2R and R2L have increased by 

using the 12 variable reduced data set. It is also found that 

CART could classify accurately on smaller data sets. Further, 

we used the Bayesian reduced 17 variable data set to train 

CART and the CART reduced 12 variable dataset to train 

Bayesian network. As illustrated in Table 6 except R2L all 

other classes were classified well by the CART algorithm. 

Moreover, training and testing time for each class are greater 

for Bayesian network classifier compared to CART algorithm. 

 

Table 5.  Performance of Classification And Regression 

Trees Using 41 Variable Dataset With 12 Variable Dataset 

Attack 
 

Class 

Trai

n 

(sec) 

Test 

(sec

) 

Accurac

y 

(%) 

Trai

n 

(sec) 

Test 

(sec

) 

Accurac

y 

(%) 

Norma

l 
1.15 0.18 99.64 0.80 0.02 100.00 

Probe 1.25 0.03 97.85 0.85 0.05 97.71 

DOS 2.32 0.05 99.47 0.97 0.07 85.34 

U2R 1.10 0.02 48.00 0.45 0.03 64.00 

R2L 1.56 0.03 90.58 0.79 0.02 95.56 

 

 

 

Table 6. Performance of Bayesian and Cart with Reduced 

Dataset Using Bayesian with 12 Variables Cart Attack 

With 17 Variables  
 

Class 
Train 

(sec) 

Test 

(sec) 

Accuracy 

(%) 

Train 

(sec) 

Test 

(sec) 

Accuracy 

(%) 

Normal 20.10 10.13 98.78 1.03 0.04 99.64 

Probe 23.15 11.17 99.57 1.15 0.13 100.00 

DOS 25.19 12.10 98.95 0.96 0.11 99.97 

U2R 11.03 5.01 48.00 0.59 0.02 72.00 

R2L 19.05 12.13 98.93 0.93 0.10 96.62 

 

4.4 Feature Ranking via Support Vector 

Machines 
A novel approach has been done to evaluate the performance 

of CART and Bayesian network using the reduced dataset. 

Table 7 shows the performance comparisons of CART and 

Bayesian network using 19 variables. Except U2R the 17 and 

12 variable dataset performs well for all the other classes.  

 

Table 7. Performance of Cart and Bayesian Network 

Using 19 Variables 
 

Class Bayesian CART 

Normal 99.57 95.50 

Probe 96.71 96.85 

DOS 99.02 94.31 

U2R 56.00 84.00 

R2L 97.87 97.69 

 

4.5. Ensemble Approach via Reduced Data 

Set 
The Bayesian network classifier and CART models were 

constructed individually to obtain a high - quality 

generalization performance. The ensemble approach is used 

for 12, 17 and 41 variable dataset and the final outputs were 

decided as follows:  

o Depending on the generalization accuracy each 

classifier‟s output is given a weight in the scale in the 

range of 0 to 1.  

o If both classifiers agree then the output is determined 

accordingly. 

o If there is a difference then the decision given by the 

classifier with the maximum weight age is accounted. 

 

Ensemble approach for IDS consists of reduction, ensemble 

based intrusion, detection system, Bayesian network and 

classification, and regression trees. The developed IDS model 

for the different attack classes are shown in the table 8.  

 

Table 8. Developed IDS Model for Different Attack 

Classes 

Sl. No Class Selection 

1 Normal CART 

2 R2L Ensemble 

3 DOS CART 

4 Probe Ensemble 

5 U2R CART 

 

After summarizing all the empirical results the hybrid IDS 

model was developed. By using this hybrid model Normal, 

Probe and DOS could be detected with 100% accuracy and 

U2R and R2L with 80% and 99.47% accuracies respectively. 

Performances of ensemble approach using different data sets 

are shown in table 9. From the results it can be concluded that 

ensemble approach gives better performance than the two 

individual separately used models. The ensemble approach 

basically exploits the differences in misclassification (by 

individual models) and improves the overall performance.  

 

Table 9. Performance of Ensemble Approach using 

Different Datasets Class 12 Variables Vs 17 Variables Vs 

41 Variables 

Class 12 Variables 17 Variables 41 Variables 

Normal 100.00 99.64 99.71 

Probe 99.86 100.00 99.85 

DOS 99.98 100.00 99.93 

U2R 80.00 72.00 72.00 

R2L 99.47 99.29 99.47 

 

5. CONCLUSION 
Data reduction is analysed in Intrusion Detection Systems and 

Cyber Attack Detection System with Generalised 

Discriminant Analysis technique to overcome the limitations 

of Linear Discriminant Analysis technique. In this research 

the new techniques for intrusion detection and Cyber attack 

performed data reduction was investigated and evaluated their 

performance on the benchmark intrusion data. The initial 

experiments compress data was not successful. The feature 

selection method using Markov blanket model and decision 

tree analysis defeat this. Following this, we explored general 

Bayesian Network classifier and Classification and 

Regression Trees as intrusion detection models. The 

performance comparisons using different reduced data sets 

were also demonstrated. The proposed ensemble of BN and 

CART combines the complementary features of the base 

classifiers. Finally, a hybrid architecture involving ensemble 

and base classifiers for intrusion detection was proposed. 

From the empirical results, it is evident by using the hybrid 

model Normal, Probe and DOS could be detected with 100% 

accuracy and U2R and R2L with 80% and 99.47% accuracies 
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respectively. Our future research will be directed towards 

developing more accurate base classifiers particularly for the 

detection of U2R type of attacks. Thus an architecture for real 

world IDS and CADS is analysed. 
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