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ABSTRACT 
Optical Burst Switching (OBS) has been proposed as a 
promising switching technology for the next generation of 
optical transport network. OBS is a technology positioned 
between Optical Circuit Switching (OCS) and Optical Packet 
Switching (OPS) that does not require optical buffering, and it 
is more efficient than circuit switching when the sustained 

traffic volume does not consume a full wavelength.OBS uses 
various scheduling algorithms like LAUC, LAUCVF, LAUC 
Min, LAUC max for assignment of channels for data 
transmission. By applying evolutionary techniques we will 
improve the performance of LAUC scheduler. 
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1. INTRODUCTION 
The demand for network bandwidth has been increasing 
remarkably due to the increasing demands of Internet. 
Dramatically increased amount of the World Wide Web users 
have brought more information servers on line. Again  the 
types of network services have been largely increased, and the 

proportion of multimedia technologies integrated by video 
and audio becomes larger. The Internet traffic increase 
rapidly, and the demand for network bandwidth becomes 
more urgent than ever. With the explosive growth of the 
Internet and the rapid evolution of Wavelength Division 
Multiplexing (WDM) technique, optical fiber seems to be the 
perfect carrier for future high-speed networks.  

In a WDM networks, each fiber carries multiple 

communication channels, with each channel operating on a 
different wavelength. Such an optical transmission system has 
a potential capacity to provide over 50 Tbps bandwidth on a 
single fiber. Apart from this, optical fiber is inexpensive and 
provide extremely low bit-error rate (typically 10¡12). The 
optical fiber is less bulky than other cables. Optical signals 
travel clearly for longer distances and are immune to electrical 
interferences. Further more, fiber cables are much more 

difficult to tap than copper wires, so in addition there is a 
security advantage. All these factors make optical data 
networks the networks of the future. To realize an IP-over-
WDM architecture, several approaches, such as Optical 
Circuit Switching (OCS) , Optical Packet Switching (OPS) 
and Optical Burst Switching (OBS) have been proposed. In all 
these approaches, OBS can achieve a good balance between 
the coarse-gained OCS and fine-gained OPS. Internet traffic 
has grown by leaps and bounds in the recent past. Fiber optic 

networks are extensively used for handling this huge volume 
of data. Traditional methods for transmitting data over a optic 

fiber network involve optic-electronic-optic conversion 
(O/E/O). In this method when data in optical mode reaches a 

node in the network the data is converted into electrical 
signals for the purpose of processing. After the processing is 
over the data may or may not be converted to optical form for 
further routing. This process is time consuming and leads to 
wastage of energy. An alternative to this technique is “All 
Optical Switching”. In this method there is no conversion of 
optical signals to electrical signals. All the processing is done 
using optical signals only. Current networks typically consist 

of four layers: IP layer for carrying applications and services, 
Asynchronous Transfer Mode (ATM) layer for traffic 
engineering, SONET/SDH layer for transport, and WDM for 
capacity.  

When the data stream arrives at an optical switching point, the 
optical signal of data is converted into electronic form, and 
the processing and forwarding are done in the electronic 
domain. This is known as an Optical-Electronic (O/E) 
conversion. When the electronic signal of data is passed to the 

output port, it is again converted and modulated into the fiber 
as an Electronic-Optical signal (E/O). Such a switching point 
is said to perform O/E/O conversion. In such a network, all 
communication is limited by the electronic processing 
capabilities of the system. Although hardware-based high-
speed electronic IP routers with capacity up to a few hundred 
gigabits per second are available now, there is still a serious 
mismatch between the transmission capacity of WDM fibers 

and the switching capacity of electronic IP routers. Next 
generation of optical network is optical-packet-switched-
network (OPSN). OPSN is the most sophisticated and seem to 
be an ideal architecture for future optical networks. As clear 
from name, the traffic in OPSN is carried in optical packets 
along with in-band control information, and problem with 
OPSN is the lack of optical logic and practical optical buffer 
[3, 5, 7]. An alternative to the OCS and OPS is OBS. In OBS, 

packets are concatenated into transport units referred to as 
burst. In OBS, user data travels entirely in the optical domain. 
The elimination of O/E/O conversion in OBS allows 
unprecedented transmission rate. With respect to current 
technology presently OBS is the most suitable AON control 
framework. It combines the best feature of both circuit 
switching and packet switching. 

2. OPTICAL SWITCHING     

       TECHNOLOGIES 

2.1 Optical Circuit Switching (OCS) 
 In OCS, a dedicated path is established between the source 
and the destination before data transmission begins. During 
data transmission, there is no need for the intermediate nodes 

to perform complex processing of packet header and buffering 
of the payload. The reserved resources stay idle for the entire 
path setup time and account for poor resource utilization. One 



 

International Journal of Applied Information Systems (IJAIS) – ISSN : 2249-0868  
Foundation of Computer Science FCS, New York, USA 
Volume 2– No.8, June 2012 – www.ijais.org 

 

2 

of the main feature of OCS is its two-way reservation process 
in set-up of lightpath, where a source sends a request for 
setting up a lightpath and then receives an acknowledgement 

back from the corresponding destination [4]. 
 

2.2 Optical Packet Switching (OPS) 
OPS are suitable for supporting busty traffic since it allows 
statistical sharing of the wavelengths among packets 

belonging to different source and destination pairs. When an 
optical packet arrives, the optical core node first departs the 
header from the payload and converts it into electronic 
domain and processes it electronically Packet switching has 
large buffer requirement. For the optical domain, packet 
switching is not yet feasible because of optical hardware 
limitations. Optical RAMs do not exist yet to meet the high 
buffer requirements of packet.[6] 

 

2.2 Optical Burst Switching (OBS)  
OBS is an optical networking technique that allows dynamic 

sub-wavelength switching of data. Data is transported in 
various size units called bursts. OBS is viewed as a 
compromise between the yet unfeasible full optical packet 
switching (OPS) and the mostly static optical circuit switching 
(OCS). It differs from these paradigms because OBS control 
information is sent separately in a reserved optical channel 
and in advance of the data payload. In the OBS paradigm, 
only few control channels go through O/E/O conversion and 

there is a strong separation between control and data planes. 
This allows great network manageability and flexibility. 
Since, OBS takes advantages of both the huge capacity in 
fibers for switching/transmission and the sophisticated 
processing capability of electronic devices, which makes it a 
viable technology for the next generation optical network. 

In OBS, packets are aggregated into data bursts at the edge of 
the network to form the data payload. Various assembling 

schemes based on time and size  exist. OBS features the 
separation between the control plane and the data plane. A 
control signal (also termed burst header or control packet) is 
associated to each data burst. The control signal is transmitted 
in optical form in a separated wavelength termed the control 
channel, but signaled out of band and processed electronically 
at each OBS router, whereas the data burst is transmitted in all 
optical form from one end to the other end of the network. 

The data burst can cut through intermediate nodes, and data 
buffers such as fiber delay lines may be used. In OBS data is 
transmitted with full transparency to the intermediate nodes in 
the network. After the burst has passed a router, the router can 
accept new reservation requests. 

2.4   Processes in OBS 
Burst Assembly/ Disassembly:- At the edge and core node it 
takes place. 
Wavelength Reservation Protocols:- A control packet is 
sent ahead to reserve wavelength along its route for its data 
burst using Tell And Wait and Tail And Go protocols 
Scheduling Algorithms An incoming burst may be scheduled 
onto multiple wavelengths at the desired output port burst 
scheduler takes care of that. 

Contention Resolution In a bufferless OBS network, 
contention among the bursts can be resolved in three ways: 
deflection, dropping and preemption. 

 

 
 

Fig: 1 OBS Networks Model 

3. BURST SCHEDULING   

ALGORITHMS 
As the arrival of bursts at OBS node is dynamic. When a CP 
arrives at a core node, the core node converts it into electronic 
signal and obtains the burst arrival time and duration of its 

corresponding data burst from the CP. Scheduling technique 
must schedule arrival burst on the available wavelength for 
the entire duration of burst transmission efficiently and 
quickly. The optical switching fabric is reconfigured based on 
the scheduling results. Scheduling algorithm should able to 
process the CP fast enough before the burst arrives to the node 
and also scheduling algorithm able to find proper void for an 
incoming burst to increase channel bandwidth utilization ratio. 

The algorithms are like Latest Available Unused Channel 
(LAUC) AlgorithmLatest Available Unused Channel with 
Void Filling (LAUC-VF) Algorithm Minimum Starting Void 
Filling (Min-SV) Algorithm Minimum Ending Void Filling 
(Min-EV) Algorithm Best Fit (BF) Algorithm. 

3.1 Latest Available Unused Channel 

(LAUC) Algorithm 
In LAUC, bursts scheduling is done by selecting the latest 
available unscheduled data channel for each arriving data 
burst. In this algorithm, scheduler keeps track of horizon for 

each data channel. Horizon is the time after which no 
reservation has been made on that data channel. The scheduler 
assigns each arriving burst to the channel with minimum void 
formed by that burst on data channel [6]. 
The pseudo-code of the algorithm is given below. The new 
burst is assumed to arrive at time t. The latest available time 
of wavelength channel Ci is denoted by ti. 
Begin 

1. Channel Searching: For every wavelength Ci compute mi 
as t-ti if ti·t ; otherwise set mi to infinity. 
2. Channel Selection: Choose wavelength Cj such that mj is 
finite and is minimum among all. Assign wavelength Cj to the 
new burst. 
3. Burst Dropping: If no such Cj exists, then drop the burst. 
End. 

http://en.wikipedia.org/wiki/Optical_networking
http://en.wikipedia.org/w/index.php?title=Optical_packet_switching&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Optical_packet_switching&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Optical_packet_switching&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Optical_circuit_switching&action=edit&redlink=1
http://en.wikipedia.org/wiki/Control_plane
http://en.wikipedia.org/wiki/Data_plane
http://en.wikipedia.org/w/index.php?title=Fibre_delay_line&action=edit&redlink=1
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Fig. 2: Illustration of LAUC Data Scheduling 

Algorithm 

 
 

For example, in Fig.2, wavelength C2 and C3 is unscheduled 
at the arrival time t of the new burst. Wavelength C3 will be 
selected for the new burst because the generated void (t-t3) on 
wavelength C3 will be smaller than the void (t-t2) that would 
have been created if wavelength C2 was selected. LAUC 
algorithm is simple and has a good performance in terms of its 
execution time. However, it results in low bandwidth 

utilization and a high burst loss rate. 

3.2 Evolutionary Algorithms 
Evolutionary algorithms are population-based meta-heuristic 

optimization algorithms that use biology-inspired mechanisms 

like mutation, crossover, natural selection, and survival of the 

fittest in order to refine a set of solution candidates iteratively. 

The advantage of evolutionary algorithms compared to other 

optimization methods is their “black box” character that 

makes only few assumptions about the underlying objective 

functions. Furthermore, the definition of objective functions 

usually requires lesser insight to the structure of the problem 

space than the manual construction of an admissible heuristic. 

EAs therefore perform consistently well in many different 

types of problems. LAUC (Latest unavailable unscheduled 

channel) is an algorithm which is used in OBS for assigning 

channels for data transmission. The standard implementation 

of LAUC uses the concept of “Horizon”. “Horizon” - 

indicates the latest time at which a particular wavelength will 

be free. LAUC assigns incoming bursts to channels with 

maximum “Horizon” values. We will use Evolutionary 

algorithms to optimize the assignment of channels to “burst”. 

Given a set of data of different sizes and priority and a fixed 

set of channels we will devise an algorithm which will output 

an optimal matrix for scheduling of data transmission 

3.2.1 Algorithm details for LAUC scheduler 

optimization 
We will optimize the LAUC scheduler which will maximize 

the packet throughput rate with respect to a given packet size 

and data link capacity. We will implement the following 

algorithm for this purpose: 

Algorithm : X ←simpleEA(cmpF , ps) 

Input: cmpF : the comparator function which allows us to 

compare the utility of two solution candidates 

Input: ps: the population size 

Data: t: the generation counter 

Data: Pop: the population 

Data: Mate: the mating pool 

Data: v: the fitness function resulting from the fitness 

assigning process 

Output: X: the set of the best elements found 

1 begin 

2 t ←− 0 

3 Pop ← createPop(ps) 

4 while ￢terminationCriterion() do 

5 v ←assignFitness(Pop, cmpF ) 

6 Mate ← select(Pop, v, ps) 

7 t ← t + 1 

8 Pop ←reproducePop(Mate) 

9 return extractPhenotypes(extractOptimalSet(Pop)) 

10 end 

1. Initially, a population Pop of p number of packets with 

random sizes and n number of data link connections with 

different capacities will be created. 

2. The values of the objective functions f ←  F are computed 

for each solution candidate p(i).x+n(i)x. The objective 

function in this case will be packet throughput rate. 

3. With the objective functions, the utility of the different 

features of the solution candidates have been determined and 

a fitness value v(p(i).x+n(i)x) can now be assigned to each of 

them. This fitness assignment process can, for instance, 

incorporate a prevalence comparator function cmpF which 

uses the objective values to create an order amongst the 

individuals.  

4 A subsequent selection process filters out the solution 

candidates with bad fitness and allows those with good fitness 

to enter the mating pool with a higher probability. Since 

fitness is subject to minimization in the context of this book, 

the lower the v(p(i).x+n(i)x)-values are, the higher is the 

(relative) utility of the individual to whom they belong. 

5. In the reproduction phase, offspring is created by varying or 

combining the genotypes p.g of the selected individuals 
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p(i).x+n(i)x Mate by applying the search operations searchOp 

Op (which are called reproduction operations in the context of 

EAs). These offspring are then subsequently integrated into 

the population. 

6. If the terminationCriterion () is met, the evolution stops 

here. Otherwise, the algorithm continues at step 2 

This is the proposed system to improve the performance of 

LAUC scheduler by using genetic technique like evolutionary 

approach. 

So this is the technique by which we can improve the 

performance of LAUC Scheduler. When the incoming burst 

comes, for assigning the channel to the respective burst we 

can use heuristic approach. The genetic comes into picture in 

that we can apply the evolutionary method for assignment of 

channel. We can also improve the performance by applying 

simulated annealing also.  
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