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ABSTRACT 
A number of biometric techniques have been proposed for 

personal identification in the past. Among the vision-based 

ones are face recognition, fingerprint recognition, iris 

scanning and retina scanning. Voice recognition or signature 

verification are the most widely known among the non-vision 

based ones. As signatures continue to play an important role 

in financial, commercial and legal transactions, truly secured 

authentication becomes more and more crucial. A signature 

by an authorized person is considered to be the “seal of 

approval” and remains the most preferred means of 

authentication. The method presented in this paper consists of 

image prepossessing, geometric feature extraction, neural 

network training with extracted features and verification. A 

verification stage includes applying the extracted features of 

test signature to a trained neural network which will classify it 

as a genuine or forged. 
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1. INTRODUCTION 
As signature is the primary mechanism both for authentication 

and authorization in legal transactions, the need for efficient 

auto-mated solutions for signature verification has increased 

[1].Unlike a password, PIN, PKI or key cards – identification 

data that can be forgotten, lost, stolen or shared – the captured 

values of the handwritten signature are unique to an individual 

and virtually impossible to duplicate. Signature verification is 

natural and intuitive. The technology is easy to explain and 

trust. The primary advantage that signature verification 

systems have over other type’s technologies is that signatures 

are already accepted as the common method of identity 

verification [2]. 

A signature verification system and the techniques used to 

solve this problem can be divided into two classes Online and 

Off-line [3].On-line approach uses an electronic tablet and a 

stylus connected to a computer to extract information about a 

signature and takes dynamic information like pressure, 

velocity, speed of writing etc. for verification purpose. Off-

line signature verification involves less electronic control and 

uses signature images captured by scanner or camera. An off-

line signature verification system uses features extracted from 

scanned signature image. The features used for offline 

signature verification are much simpler. In this only the pixel 

image needs to be evaluated. But, the off-line systems are 

difficult to design as many desirable characteristics such as 

the order of strokes, the velocity and other dynamic 

information are not available in the off-line case [4, 5]. The 

verification process has to wholly rely on the features that can 

be extracted from the trace of the static signature images only.  

Vigorous research has been pursued in handwriting analysis 

and pattern matching for a number of years. In the area of 

Handwritten Signature Verification (HSV), especially offline 

HSV, different technologies have been used and still the area 

is being explored. In this section we review some of the recent 

papers on offline HSV. The approaches used by different 

researchers differ in the type of features extracted, the training 

method, and the classification and verification model used. 

1.1 Hidden Markov Models Approach 

Hidden Markov Model (HMM) is one of the most widely used 

models for sequence analysis in signature verification. 

Handwritten signature is a sequence of vectors of values 

related to each point of signature in its trajectory. Therefore, a 

well chosen set of feature vectors for HMM could lead to the 

design of an efficient signature verification system. These 

Models are stochastic models which have the capacity to 

absorb the variability between patterns and their similarities. 

In HMM stochastic matching (model and the signature) is 

involved. This matching is done by steps of probability 

distribution of features involved in the signatures or the 

probability of how the original signature is calculated. If the 

results show a higher probability than the test signatures 

probability, then the signatures is by the original person, 

otherwise the signatures are rejected.  

In paper [6], a system is introduced that uses only global 

features. A discrete random transform which is a sinograph is 

calculated for each binary signature image at range of 0 − 360, 

which is a function of total pixel in the image and the intensity 

per given pixel calculated using non overlapping beams per 

angle for X number of angles. Due to this periodicity, it is 

shift, rotation and scale invariant. A HMM is used to model 

each writer signature. The method achieves an AER of 18.4% 

for a set of 440 genuine signatures from 32 writers with 132 

skilled forgeries. 

 

1.2 Neural Networks Approach 
The main reasons for the widespread usage of neural networks 

(NNs) in pattern recognition are their power and ease of use. 

A simple approach is to firstly extract a feature set 

representing the signature (details like length, height, 

duration, etc.), with several samples from different signers. 

The second step is for the NN to learn the relationship 

between a signature and its class (either “genuine” or 

“forgery”). Once this relationship has been learned, the 

network can be presented with test signatures that can be 

classified as belonging to a particular signer. NNs therefore 

are highly suited to modeling global aspects of handwritten 

signatures. 

The proposed system in [7] uses structure features from the 

signatures contour, modified direction feature and additional 

features like surface area, length skew and centroid feature in 

which a signature is divided into two halves and for each half 
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a position of the centre of gravity is calculated in reference to 

the horizontal axis. For classification and verification two 

approaches are compared the Resilient Back propagation 

(RBP) neural network and Radial Basic Function(RBF) using 

a database of 2106 signatures containing 936 genuine and 

1170 forgeries. These two classifiers register 91.21% and 88 

% true verification respectively. 

 

1.3 Template matching approach 
Fang et al. [8] proposed two methods for the detection of 

skilled forgeries using template matching. One method is 

based on the optimal matching of the one-dimensional 

projection profiles of the signature patterns and the other is 

based on the elastic matching of the strokes in the two-

dimensional signature patterns. Given a test signature to be 

verified, the positional variations are compared with the 

statistics of the training set and a decision based on a distance 

measure is made. Both binary and grey-level signature images 

are tested. The average verification error rate of 18.1% was 

achieved when the local peaks of the vertical projection 

profiles of grey-level signature images were used for 

matching and with the full estimated covariance matrix 

incorporated. 

 

1.4 Statistical approach 
Using statistical knowledge, the relation, deviation, etc 

between two or more data items can easily be found out. To 

find out the relation between some set of data items we 

generally follow the concept of Correlation Coefficients. In 

general statistical usage refers to the departure of two 

variables from independence. To verify an entered signature 

with the help of an average signature, which is obtained from 

the set of, previously collected signatures, this approach 

follows the concept of correlation to find out the amount of 

divergence in between them. 

A unique method is introduced in [9]. In this approach various 

features are extracted which include global features like image 

gradient, statistical features derived from distribution of pixels 

of a signature and geometric and topographical descriptors 

like local correspondence to trace of the signature. The 

classification involves obtaining variations between the 

signatures of the same writer and obtaining a distribution in 

distance space. For any questioned signature the method 

obtains a distribution which is compared with the available 

known and a probability of similarity is obtained using a 

statistical Kolmorogorv-Smirnov test. Using only 4 genuine 

samples for learning, the method achieves 84% accuracy 

which can be improved to 89% when the genuine signature 

sample size is increased. This method does not use the set of 

forgery signatures in the training/learning. 

 

1.5 Support Vector Machine 
Support Vector Machines (SVMs) are machine learning 

algorithms that uses a high dimensional feature space and 

estimate differences between classes of given data to 

generalize unseen data. The system in [10] uses global, 

directional and grid features of the signature and SVM for 

classification and verification. The database of 1320 

signatures is used from 70 writers. 40 writers are used for 

training with each signing 8 signatures thus a total of 320 

signatures for training. For initial testing, the approach uses 8 

original signatures and 8 forgeries and achieves FRR 2% and 

FAR 11%. 

 

 

Contribution: 
In this paper we present a model in which neural network 

classifier is used for verification. Signatures from database are 

pre-processed prior to feature extraction. Features are 

extracted from pre-processed signature image. These extracted 

features are then used to train a neural network. In verification 

stage, on test signatures pre-processing and feature extraction 

is performed. These extracted features are then applied as 

input to a trained neural network which will classify it as a 

genuine or forged signature. 

 

Organization of the paper: The rest of the paper is organized 

as follows. In section 2, the signature verification model is 

described. In section 3, the algorithm is presented .Results 

generated by the system is presented in section 4 and 

concluded in section 5.  

2. METHODOLOGY 

In this section, block diagram of system is discussed. Fig. 1 

gives the block diagram of proposed signature verification 

system which verifies the authenticity of given signature of a 

person. The design of a system is divided into two stages: 

1) Training stage 2) Testing stage 

A training stage consist of four major steps 1) Retrieval of a 

signature image from a database 2) Image pre-processing 3) 

Feature extraction 4) Neural network training  

A testing stage consists of five major steps 1) Retrieval of a 

signature to be tested from a database 2) Image pre-processing 

3) Feature extraction 4) Application of extracted features to a 

trained neural network 5) Checking output generated from a 

neural network. 

             Training stage  

     

                                                                                             Testing Stage  

  

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Block Diagram of Handwritten Signature 

Verification System using NN. 
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Fig. 2 shows one of the original signature image taken from 

a database and all the subsequent figures show the resultant 

signature image obtained after performing the steps 

mentioned in an algorithm. 

Fig 2: Signature image from the database 

2.1 Pre-processing 

The pre processing step is applied both in training and testing 

phases. Signatures are scanned in gray. The purpose in this 

phase is to make signature standard and ready for feature 

extraction. The pre-processing stage improves quality of the 

image and makes it suitable for feature extraction [11]. The 

prepossessing stage includes  

2.1.1 Converting  image to binary 
A gray scale signature image is converted to binary to make 

feature extraction simpler.  

2.1.2 Image resizing   
The signatures obtained from signatory are in different sizes 

so, to bring them in standard size, resizing is performed, 

which will bring the signatures to standard size 256*256 as 

shown in Fig. 3.    

 

               Fig. 3 Signature image after resizing      

2.1.3 Thinning 
Thinning makes the extracted features invariant to image 

characteristics like quality of pen and paper. Thinning means 

reducing binary objects or shapes to strokes that are single 

pixel wide. Fig. 4 shows thinned signature image. 

 

               Fig 4: Signature image after Thinning 

2.1.3 Bounding box of the signature: 
In the signature image, construct a rectangle encompassing 

the signature. This reduces the area of the signature to be used 

for further processing and saves time. Fig. 5 shows signature 

enclosed in a bounding box. 

  

           Fig 5:  Signature image with a bounding box 

2.2 Feature Extraction 

The choice of a powerful set of features is crucial in signature 

verification systems. The features that are extracted in this 

phase are used to create a feature vector.  A feature vector of 

dimension 24 has been used to uniquely characterize a 

candidate signature. These features are extracted as follows: 

1) Maximum horizontal and vertical histogram 

Horizontal histogram is calculated by going through each row 

of the signature image and counting number of black pixels. A 

row with maximum number of black pixels is recorded as 

maximum horizontal histogram. Similarly, a vertical 

histogram is calculated by going through each column of the 

signature image and finding a column with maximum number 

of black pixels. 

2) Center of mass  

Split the signature image in two equal parts and find center of 

mass for individual parts. 

3) Normalized area of signature 

It is the ratio of area of signature image to the area of 

signature enclosed in a bounding box. Area of a signature is 

the number of pixels comprising it. 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑎𝑟𝑒𝑎 =
𝑆𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒  𝐴𝑟𝑒𝑎

𝐴𝑟𝑒𝑎  𝑒𝑛𝑐𝑙𝑜𝑠𝑒𝑑  𝑖𝑛  𝑎  𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔  𝑏𝑜𝑥
      Eq. (1)  

4) Aspect Ratio 

 It is the ratio of width of signature image to the height of the 

image. This is done because width or height of person’s 

signature may vary but its ratio remains approximately equal. 

 

𝐴𝑠𝑝𝑒𝑐𝑡 𝑅𝑎𝑡𝑖𝑜 =
𝑤𝑖𝑑𝑡   𝑜𝑓  𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒  𝑖𝑛  𝑎  𝑏𝑜𝑢 𝑛𝑑𝑖𝑛𝑔  𝑏𝑜𝑥

𝐻𝑒𝑖𝑔𝑡   𝑜𝑓  𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒  𝑖𝑛  𝑎  𝑏𝑜𝑢𝑛𝑑𝑖𝑛𝑔  𝑏𝑜𝑥
     Eq. (2) 

 

5) Tri surface feature 

Two different signatures may have same area .so; to increase 

the accuracy of the features three surface feature has been 

used. In this, a signature is divided into three equal parts and 

area for each part is calculated. Eq. (1) is then used to 
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calculate normalized area of each part. Figure (6) shows tri 

surface feature. 

 

                     Fig 6: Tri surface feature 

6) The six fold surface feature 

Divide a signature in three equal parts and find bounding box 

for each part. Then calculate centre of mass for each part. 

Draw a horizontal line passing through centre of mass of each 

part and calculate area of signature above and below centre of 

mass within a bounding box. This provides six features. 

 

            Fig 7: Six fold surface feature 

7) Transition feature 

Traverse a signature image in left to right direction and each 

time there is a transition from 1 to 0 or 0 to 1, calculate a ratio 

between the position of transition and the width of image 

traversed and record it as a feature. Repeat a same process in 

right to left, top to bottom and bottom to top direction. Also 

calculate total number of 0 to 1 and 1 to 0 transitions. This 

provides ten features. 

2.2.4 Creation of feature vector 

A feature vector of size 24 is formed by combining all the 

extracted features as discussed in section 2.2.  

2.2.5 Training a neural network 
Extracted 24 feature points are normalized to bring them in 

the range of 0 to 1.These normalized features are applied as 

input to the neural network. 

 

2.3 Verification 
In the verification stage, a signature to be tested is pre-

processed and feature extraction is performed on pre 

processed test signature image as explained in section 2.2 to 

obtain feature vector of size 24. After normalizing a feature 

vector it is fed to the trained neural network which will 

classify a signature as a genuine or forged. 

 

 

 

3. ALGORITHM 
Table 1 gives algorithm for the handwritten signature 

verification system in which neural network is used for 

verifying the authenticity of signatures. 

 

TABLE 1 Algorithm for Handwritten Signature 

Verification using Neural Network 

 

  Input: signature from a database 

 Output: verified signature classified as genuine or forged. 

 1.  Retrieval of signature image from a database. 

 2.   Preprocessing the signatures. 

       2.1 Converting image to binary. 

  2.2 Image resizing. 

       2.3 Thinning. 

       2.4 Finding bounding box of the signature. 

 3.    Feature extraction 

           3.1 Maximum horizontal and vertical histogram 

        3.2 Centre of mass 

        3.3 Normalized area of signature 

        3.4 Aspect ratio 

        3.5 The tri surface feature 

        3.6 The six fold surface feature 

        3.7 Transition feature 

 4.    Creation of feature vector by combining extracted features.  

 5.    Normalizing a feature vector. 

 6.    Training a neural network with a normalized feature vector. 

 7.    Steps 1 to 5 are repeated for testing signatures. 

 8.    Applying normalized feature vector of test signature to  

 trained neural network. 

 9.   Using a result generated by the output neuron of the neural  

  network declaring a signature as a genuine or forged. 
 

  

4. RESULTS AND DISCUSSION 
 For training and testing of the system many signatures are 

used. The results given in this paper are obtained using the 

“Grupo de Procesado Digital de Senales” (GPDS) signature 

database [12]. The results provided in this research used a 

total   of 1440 signatures. Those 1440 signatures are 

comprised of 30 sets (i.e. from 30 different people) and, for 

each person there are 24 samples of genuine signatures and 24 

samples of forgeries. Figure 6 shows some of the signatures in 

the GPDS database. To train the system, a subset of this 

database was taken comprising of 19 genuine samples taken 

from each of the 30 different individuals and 19 forgeries 

made by different person for one signature. The features 

extracted from 19 genuine signatures and 19 forged signatures 

for each person were used to train a neural network. The 

architecture of neural network used has input layer, hidden 

layer and output layer [13]. Number of neurons in the input 

layer are 24, 24 neurons in the hidden layer and one neuron in 

the output layer. After applying a feature vector of test 

signature if the output neuron generates value close to +1 test 

signature is declared as genuine or if it generates value close 

to -1 it is declared as forged.Fig.8 shows performance graph 

of the training a two layer feed forward neural network using 

Error Back Propagation Algorithm (EBPTA). 
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Fig. 8 Performance graph of handwritten 

signature verification using neural network. 

4.1 Performance Analysis 
False Acceptance Rate (FAR), False Rejection Rate (FRR) 

and Correct Classification Rate (CCR) are the three 

parameters used for measuring performance of system. FAR 

is calculated by eq. (3), FRR is calculated by eq. (4) and CCR 

is calculated by eq. (5). 

  𝐹𝐴𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑓𝑜𝑟𝑔𝑒𝑟𝑖𝑒𝑠  𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑

𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑓𝑜𝑟𝑔𝑒𝑟𝑖𝑒𝑠  𝑡𝑒𝑠𝑡𝑒𝑑
∗ 100                   Eq. (3) 

 𝐹𝑅𝑅 =  
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑠  𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑  

𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙𝑠  𝑡𝑒𝑠𝑡𝑒𝑑
∗ 100                    Eq. (4) 

 𝐶𝐶𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓   𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦  𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑

𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑡𝑒𝑠𝑡𝑒𝑑
∗ 100     Eq. (5) 

4.2 Results of Testing Neural network with 

trained samples 

The genuine and forged signature samples used for training 

neural network is applied in the testing phase to check 

whether neural network classifies it correctly as genuine or 

forged. This is called Recall. The result of recall is as shown 

in Table 2. 

TABLE 2 Result of Testing Neural Network with Trained            

Signature Samples. 

 

When the neural network was presented with 570 genuine 

signatures from 30 different persons, it classified all 570 

genuine signatures as genuine and when 570 forged signatures 

from 30 different persons were applied it recognized all 570 

signatures as forgeries. Thus FAR and FRR of the system is 
0%.Hence, Correct Classification Rate (CCR) is 100% for Re-

call.  

4.3 Result of testing neural network with 

new signature samples from database 

When the signatures samples not used for training neural 

network are applied as test signatures to the trained neural 

network, it is called Generalization. The result of 

generalization is shown in Table 3. 

TABLE 3 Result of Testing Neural Network with New 

Signatures Samples from Database. 

 

The neural network when presented with 150 genuine 

signatures from 30 different persons classified 120 signatures 

out of 150 as genuine and 30 signatures as forgeries. Thus 

FRR of the system is 20% .When 150 forged signatures were 

given as input to neural network, it classified 22 signatures as 

genuine and 128 as forgeries. Thus FAR of the system is 

14.66%. And hence the Correct Classification Rate is 82.66% 

for generalization. 

5. CONCLUSION 

This paper presents a method of handwritten signature 

verification using neural network approach. The method uses 

features extracted from preprocessed signature images. The 

extracted features are used to train a neural network using 

error back propagation training algorithm. As shown in Table 

2 CCR in recall is 100%. The network could classify all 

genuine and forged signatures correctly. When the network 

was presented with signature samples from database different 

than the ones used in training phase, out of 300 such 

signatures (150 genuine and 150 forged) it could recognize 

248 signatures correctly. Hence, the correct classification rate 

of the system is 82.66% in generalization as shown in Table 3. 
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